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Abstract 

Abstract 
The main purpose of this thesis was to study LTE technologies in terms of capacity and coverage. For 

this purpose, a single user model was developed, where the maximum cell radius is calculated 

considering that there is only one user in the network. To have a more realist approach, a multiple 

users and multiple services scenario model was developed as well, enabling a network performance 

analysis. The results from the single user model show that QPSK is the modulation for which it is 

possible to achieve a higher radius in DL 0.49 km, while the radius for 16QAM and 64QAM are 0.34 

and 0.19 km. In the 900 MHz frequency band there is an increase of 150% on the radius compared 

with the 2100 MHz one, while in 2600 MHz there is a decrease of 35%. The UL radii are on average 

45% lower from the DL ones. The results from the multiple users’ simulator show an average cell 

radius of 0.21 km and 0.11 km for DL and UL, respectively. For DL, one obtains 6.78 Mbps for the 

overall BS throughput, and a coverage area of 79.3% of the total area, while for UL, the BS has a 

throughput of 3.3 Mbps, and 27.7% of coverage area of the total one. 
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Resumo 

Resumo 
O principal objectivo desta tese foi estudar as tecnologias do LTE, em termos de capacidade e 

cobertura. Para esse efeito, foi desenvolvido um modelo mono-utilizador onde o raio máximo de uma 

célula é calculado tendo em conta que só há um utilizador na rede. Para uma análise mais realista, 

um simulador para um cenário de múltiplos utilizadores e múltiplos serviços foi desenvolvido 

permitindo a análise do desempenho da rede. Os resultados do modelo mono-utilizador mostram que, 

QPSK é a modulação com a qual é possível obter maiores raios, 0.49 km no DL enquanto para 

16QAM e 64 QAM são 0.34 e 0.19 km. Na banda de frequência dos 900 MHz há um aumento de 

150% no raio comparando com o raio da banda dos 2100 MHz. Na banda dos 2600 MHz há uma 

redução no raio de 35%. Os raios do UL são em media 45% menores que os do DL. Os resultados do 

simulador de múltiplos utilizadores mostram que uma célula tem um raio médio de 0,21 km e 0,11 km 

para o DL e UL, respectivamente. Para o DL, obtém-se um débito de 6,78 Mbps para uma BS e uma 

área coberta de 79,3% da total, enquanto para o UL, a BS tem um débito de 3,3 Mbps, e 27,7% de 

área coberta da total. 
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Chapter 1 

Introduction 
1 Introduction 

This chapter gives a brief overview of the work. Before establishing work targets and original 

contributions, the scope and motivations are brought up. The current State-of-the-Art on the scope of 

the work is also presented. At the end of the chapter, the work structure is provided. 
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1.1 Overview 

Wireless communications is, by any measure, the fastest growing segment of the communications 

industry. As such, it has captured the attention of the media and the imagination of the public. Cellular 

systems have experienced an exponential growth over the last years. Indeed, cellular phones have 

become a critical business tool and part of everyday life in most developed countries, as they are 

rapidly supplanting the old wire line systems. The explosive growth of wireless systems coupled with 

the proliferation of laptop and palmtop computers indicate a bright future for wireless networks, both 

as stand-alone systems and as part of the larger networking infrastructure. However, many technical 

challenges remain in designing robust wireless networks that deliver the performance necessary to 

support emerging applications [Gold05]. 

In 1999, the 3rd Generation Partnership Project (3GPP) launched Universal Mobile 

Telecommunication System (UMTS), one of the 3rd Generation (3G) systems, also called Release ‘99, 

as a response to the needs of higher data rates, being deployed on top of the 2nd Generation (2G) 

network, Global System for Mobile communications (GSM). The UMTS air interface is Wideband Code 

Division Multiple Access (WCDMA), featuring a data up to 384 kbps for the Downlink (DL) and Uplink 

(UL), despite having a theoretical maximum for DL of 2Mbps. Although packet-data communications 

were already supported in the first release of the UMTS standard, as an evolution, emerges in 2002 

Release 5, introducing the High Speed Downlink Packet Access (HSDPA) and bringing further 

enhancements to the provisioning of packet-data services, both in terms of system and end-user 

performance. This release enables a more realistic 2 Mbps and even beyond, with data rates up to  

14 Mbps. The DL packet-data enhancements of HSDPA are complemented by Enhanced UL, 

introduced in Release 6, also known as High Speed UL Packet Access (HSUPA). HSDPA and 

HSUPA are often jointly referred to as High-Speed Packet Access (HSPA), being build upon the basic 

structure, and with a requirement on backwards compatibility, since it is implemented on already 

deployed networks. 

Release 7 brings a number of further substantial enhancements to end-user performance, network 

capacity and network architecture. This is referred to as ‘HSPA Evolution’, and consists of both the 

introduction of new major features, such as Multiple Input Multiple Output (MIMO) technology, and 

many smaller improvements to existing structures, which, when taken together as a package, 

represent a major increase in performance and capabilities. 

In the end of 2004, 3GPP under the need for 4th Generation (4G) requirements took the initiative to 

define a radio interface that was based on the latest developments. This was labelled “Long Term 

Evolution” (LTE), also referred to as Super 3G, and is being specified as part of Release 8, further 

pushing the radio capabilities higher, allowing an upgrade of UMTS to 4G mobile communication 

technology [BoTa07]. Releases 7 and 8 solutions for HSPA evolution are worked in parallel with LTE 

development, and some aspects of LTE work are also expected to reflect on HSPA evolution. The 

2 



 

fundamental aims of this evolution will be met through improved coverage and capacity, improving 

data rates and reducing latency, to further improve service provisioning and reduce user and operator 

costs. LTE targets have more complex spectrum situations and also fewer restrictions on backwards 

compatibility. To support the new packet-data capabilities provided by the LTE radio interface, an 

evolved core network has been developed. The work on specifying the core network is commonly 

known as System Architecture Evolution (SAE). Release 8 is planned to be ratified as a standard in 

December 2008 [DPSB07]. 

An overview of the different wireless technologies and their peak network performance capabilities is 

shown in Figure 1.1, where it is possible to confirm that LTE will bring higher peak data rates, making 

use of new multi-antenna techniques and higher spectrum. 

 

 

 
Figure 1.1.Evolution of TDMA and OFDM Systems (adapted from [RYSA07]). 

From Figure 1.1, one notices that another standard is emerging as a potential LTE alternative, 

developed by Institute of Electrical and Electronics Engineering (IEEE), i.e., 802.16, also known as 

Worldwide Interoperability for Microwave Access (WiMAX), having the primary objective of making 

(fixed) broadband wireless access wider and cheaply available. Later, the original standard was 

enhanced so that improved radio features and support for mobility were addressed as well, known by 

Mobile WiMAX. The proposed work plan, for IEE 802.16m, allows completion of the standard by 

December 2009 for approval by March 2010. This standard achieves 100 Mbps for a high mobility 

scenario (250 km/h) and 1Gbps for a low mobility scenario [EMQG08]. 

In order to establish a new global platform to build the next generation (4G) of mobile service, the 

International Telecommunication Union (ITU) Radiocommunications Sector (ITU-R), has established a 

group named International Mobile Telecommunications-Advanced (IMT-Advanced). These systems 

include the new capabilities of IMT that go beyond those of IMT-2000 (3G systems). This new 

generation of mobile services will bring fast data access, unified messaging and broadband 

multimedia, in the form of new interactive services. Such systems provide access to a wide range of 

telecommunication services including advanced services supported by mobile and fixed networks, 

which are increasingly packet-based [BoTa07]. 
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The main purpose of this thesis is to study LTE technologies and their impacts on a network, 

addressing coverage and capacity aspects. The objectives of this thesis were accomplished through 

the development and implementation of a single user model, in order to evaluate the radius for this 

scenario and performing a first network coverage analysis. Afterwards a multiple users’ model in a 

multiple services scenario was developed (“scenario to closer” from real network behaviour), allowing 

several analyses regarding network settings variation being tested. For the development of these 

models a great amount of information, which provides solutions for LTE implementation, was collected 

and analysed. The different standardised bandwidths and also MIMO configurations were compared. 

The frequency band has an enormous influence on network behaviour; therefore an analysis for the 

possible LTE frequency bands was performed. The impact of the penetration services percentages 

and the number of users in this network were also evaluated. 

This thesis was made in collaboration with the portuguese mobile operator Optimus. 

The main contribution of this thesis is the analysis of the LTE network, in both DL and UL, focusing on 

capacity and coverage issues. A model to calculate the user’s throughput as a function of the distance 

was implemented, which allows analysing several network parameter variations, as system bandwidth, 

frequency band, transmission power, MIMO configuration, among others. The simulator allows one to 

evaluate the influence of the different parameters on system performance, giving more emphasis to 

coverage and capacity. 

1.2 Structure of the Dissertation 

This work is composed by 5 chapters, including the present one, and followed by a set of annexes. 

In Chapter 2, MIMO and multicarrier systems are introduced, regarding the fact that they are one of 

the main features of LTE. The main advantages and considerations about MIMO systems capacity 

can be found in MIMO section. Multicarrier systems, like Orthogonal Frequency-Division Multiplexing 

(OFDM) and Orthogonal Frequency-Division Multiple Access (OFDMA) are described, and their key 

challenges are exploited. Afterwards, LTE lower releases are presented, UMTS basic aspects being 

explained, and the new features of HSDPA and HSUPA being pointed out. The last section of the 

chapter provides an overview of LTE networks, and a comparison with WiMAX is done at the end. 

Chapter 3 starts by presenting the developed theoretical single service radius model. Afterwards, the 

simulator developed for multiple users and services, based on previous simulators, is presented, being 

the main modifications pointed out. The LTE DL and UL modules developed are detailed afterwards. 

The input and output files are highlighted, and the simulator assessment is presented jointly with the 

analysis concerning the number of users in the default scenario. 

Chapter 4 begins with the description of the default scenario. In the following parts of the chapter, 

results for DL and UL simulations are presented, for both single and multiple users’ models. First, the 

study of DL is examined, starting by presenting the default scenario over which several parameters 
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are varied. Afterwards, the same analyses are presented for UL, a comparison between UL and DL 

being also performed. 

This thesis concludes with Chapter 5, where the main conclusions of the work are drawn, and 

suggestions for future works are pointed out. 

A set of annexes with auxiliary information and results is also included. In Annex A, one presents the 

detailed link budget used throughout this thesis. Annex B contains information on the Signal to Noise 

Ratio (SNR) and throughput interpolations for the different modulations as well as MIMO configuration. 

In Annex C, a description of Relative MIMO Gain (RMG) model takes place and the model information 

is shown. In Annex D, one presents information regarding the multiple services users’ generation, as 

well as the default and alternative profiles characterisation. The flowcharts regarding the 3 used 

reduction strategies for LTE DL and UL multiple users’ simulator are shown in Annex E. In Annex F 

and G, one shows the user’s interface to the single user model and to the multiple services simulator, 

respectively. The main reasons for choosing two reference services, instead of one, are indicated in 

Annex H. Finally, in Annex I, one presents auxiliary results regarding the single user model, and in 

Annex J and K additional results regarding the multiple users’ simulator are presented for DL and UL, 

respectively. 

 



6 



Chapter 2 

Basic Concepts 
2 Basic Concepts 

This chapter provides an introduction to the main technologies that are related to the scope of this 

thesis. First MIMO and multicarrier systems are presented, followed by the description of UMTS 

Terrestrial Radio Access Network (UTRAN) system architecture jointly with the radio interface and an 

analysis of the interference and capacity. Later, HSPA main features and characteristic are 

introduced. An overview of LTE is done, approaching the system architecture, radio interface, a 

capacity and coverage analysis, and to finalise a comparison with WiMAX system. At the end of the 

chapter, current services and application in UMTS are approached. 
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2.1 MIMO 

A brief overview of the general aspects of MIMO system is presented, followed by the capacity 

aspects of this system. 

2.1.1 General Aspects 

MIMO is recognised as a good solution in the development of the forthcoming generation of 

broadband wireless networks [ECGF05]. This system takes advantage of the multipath propagation, 

where the Receiver (Rx) antenna is reached by many copies of the transmitted signal. The difference 

in each component propagation path results in diversity of Time of Arrival (ToA), Angle of Arrival 

(AoA), signal amplitude and phase. In order to achieve a better performance, MIMO systems take 

advantage of all arriving arrays [Maćk07]. It exploits independently the transmission channels between 

the Transmitter (Tx) and Rx antennas. 

The diversity reception, well known in various radio applications, improves only the Bit Error Ratio 

(BER) statistics and reduces the probability of total outage [Koko05]. However the MIMO scheme, 

which is the result of parallel deployment of several space-separated antennas at input and output, 

does not only improve BER performance but also causes an increase of channel capacity [Maćk07]. 

Nevertheless, the capacity in such system strongly depends on the propagation conditions in the radio 

channel and can vary significantly [Dziu04]. 

A MIMO system is composed by NT Tx antennas and NR Rx antennas, Figure 2.1. The relation 

between input and output is given by, 

yሾNRሿ=HሾNR×NTሿ*xሾNTሿ+nሾNTሿ                                                                                                                   (2.1) 

where: 

• y[Nr] is the vector of symbols on the receiving site; 

• x[Nt] is the vector of transmitted symbols from the input antennas; 

• n the vector containing power of noise received by each antenna; 

• hij is a Channel Impulse Response (CIR) between signal from the jth Tx antenna to the ith Rx 

antenna; 

• H[NrxNt] is a matrix containing the CIRs; 

• (*) an operator of a convolution of digital signals. 

ߦ ean correlation be k

ξത= 1
ሺNTNRሻ2

ҧ is the m tween lin s in a MIMO system, and is defined by: 

∑ ∑ ∑ ∑ ξሺhkl,hmnሻNR
n=1

NT
m=1

NR
l=1

NT
k=1 .                                                                                               (2.2) 

The rank of matrix H, leads to the number of parallel subchannels. In an environment rich in scatters 

generating many Multipath Components (MPCs), the number of uncorrelated sub-channels is possibly 
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high, in which case a maximum system performance is observed [Maćk07]. 

 
Figure 2.1 MIMO scheme (extracted from [Maćk07]). 

2.1.2 Capacity 

According to the general principles of information theory, the capacity of the radio channel is bounded 

by Shannon’s rule [Proa01], which represents the capacity of a Single Input Single Output (SISO) 

system, normally taken as reference: 

CSISO[bps/Hz]=log2ሺ1+ρሻ                                                                                                                         (2.3) 

where: 

• CSISO is the capacity of a radio channel; 

• ρ is the SNR. 

In an ideal case, it can be shown that the channel capacity grows linearly with the number of Tx and 

Rx antennas [ECGF05]. This means that, in MIMO systems, it is possible to establish multiple parallel 

subchannels, which operate simultaneously on the same frequency band and at the same time. With 

some assumptions, the theoretical capacity of such a system has been presented in [FoGa98]: 

CMIMO[bps/Hz]=log2 ቄdet ቂINR+ ρ
NT

HnHn
Hቃቅ                                                                                                 (2.4) 

where: 

• INR is the NR dimensional identity matrix; 

• ρ is defined at each Rx antenna as: 

ρ= Ptotal
Pnoise

ܾ                                                                                                                                (2.5) 

where: 

• Pnoise is the noise power at the Rx antenna. 

• Hn is the normalised channel transfer matrix related to T as: 

Hn= T
bൗ                                                                                                                                   (2.6) 
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• T is the non-normalised channel transfer matrix, containing the channel transfer gains for each 

pair of antennas; 

• b is defined as: 

b2=Rሾ|T|ሿ2= 1
NTNR

∑ ∑ |Tmn|2NT
n=1

NR
m=1                                                                                            (2.7) 

Since the correlation varied between zero and one, it is possible to derive the upper and lower bounds 

for capacity from (2.4). If there is no correlation between parallel paths (ξ=0), matrix H will be the 

identity one a um capacity is achieved: nd the maxim

CMIMOξ=0=minሺNT;NRሻlog2 ቀ1+ ρ
NT

ቁ                                                                                                       (2.8) 

On the contrary, when all subchannels are totally correlated (ξ=1), the minimum capacity of a MIMO 

channel occurs: 

CMIMOξ=1=log2 ቀ1+minሺNT;NRሻ ρ
NT

ቁ                                                                                                       (2.9) 

When the channel is known at the Tx, meaning the correlation between subchannels (CIR matrix H) is 

known at the Tx, the waterfilling power distribution can be performed. In specified conditions this 

allows to operate with the maximum achievable capacity. 

The Relative MIMO Gain (RMG) can be defined as the relation between the capacities of a MIMO 

system relative to the SISO one: 

GM/S= CMIMO
CSISO

                                                                                                                                       (2.10) 

2.2 Multicarrier Systems 

OFDM and OFDMA are multicarrier systems, a brief description of both is presented in this section, as 

well as the challenges in multicarrier systems. This section is based on [Gold05]. 

2.2.1 OFDM and OFDMA 

The basic idea of a multicarrier modulation is to divide the transmitted bitstream into many different 

substreams and send these over many different channels. It is based on the principle of transmitting 

simultaneously many narrow-band orthogonal frequencies, subcarriers. The number of subcarriers is 

noted as Ns. These frequencies are orthogonal to each other, which eliminates the interference 

between channels. If a data symbol is Ns times longer, compared to Single Carrier (SC), it provides to 

OFDM a much better multipath resistance, which together with orthogonal carriers allows a high 

spectral efficiency. 

The basic premise of a multicarrier modulation is to split this wideband system into Ns linearly-

modulated subsystem in parallel, each with Subchannel Bandwidth is: 
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BN=B/ Ns                                                                                                                                           (2.11) 

where: 

• B is the passband bandwidth. 

The bandwidth subchannel is lower than the Coherence Band (BC) for Ns sufficiently large and 

ensures relatively flat fading on each subchannel. Also, with Ns sufficiently large, the symbol time is 

much longer than the delay spread, so each subchannel experiences low Inter Symbol Interference 

(ISI) degradation. 

The input data stream is linearly-modulated, resulting in a complex symbol stream. This symbol 

stream is divided into N substreams via a serial-to-parallel converter, as shown in Figure 2.2. 

OFDM theory shows that the Inverse Fourier Fast Transform (IFFT) of magnitude Ns, applied on Ns 

symbols, realises one OFDM signal, where each symbol is transmitted on one of the Ns orthogonal 

frequencies. The IFFT operator realises the reverse operation of the Fast Fourier Transform (FFT). 

The FFT is a matrix computation that allows the Discrete Fourier Transform (DFT) to be computed. 

When Ns is power of 2 the complexity of the FFT is reduced [Nuay07]. 

 
Figure 2.2. OFDM with IFFT implementation (Tx) (extracted from [Gold05]). 

Since the channel output is a linear convolution instead a circular one (needed for IFFT/FFT), a 

special prefix is added to the input called a Cyclic Prefix (CP), so the linear convolution between the 

input and impulse response can be turned into a circular convolution. The addition of the CP with μ 

symbols on a data block with Ns symbols is shown at Figure 2.3. 

The CP can also serve to eliminate ISI between the data blocks, since CP samples are also the first 

samples (as guard interval) of the channel output which are affected by ISI. These samples can be 

discarded without any loss relative to the original sequence, since there is no new information. 

At the receiver the “tail” of the ISI associated with the end of a given OFDM symbol is added back to 

the beginning of the symbol, which recreates the effect of a cyclic prefix, Figure 2.4. This zero prefix 

reduces the transmit power relative to cyclic prefix by Ns/(Ns+μ), since the prefix does not require any 

transmit power. However, the noise from the received tail is added back into the beginning of the 

symbol, which increases the noise power by (Ns+μ)/Ns. 

CP allows the receiver to absorb much more efficiently the delay spread due to the multipath and to 

maintain frequency orthogonality. This CP is a temporal redundancy that must be taken into account in 
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data rates computations. The ratio μ/Ns is chosen taking some considerations into account. If the 

multipath effect is important, a high value of this ratio is needed, which increases the redundancy and 

then decreases the useful data rate. On the other hand if the multipath effect is lighter, a relatively 

smaller value of this ratio can be used [Nuay07]. 

 

Figure 2.3. ISI between Data Blocks in Channel Output (extracted from [Gold05]). 

 

Figure 2.4. Creating a circular channel with an All-Zero Prefix (extracted from [Gold05]). 

OFDM transmission was originally conceived for a single user; therefore, it had to be associated to a 

multiple user access scheme so that several users could be served. OFDMA is the scheme to be 

used. OFDMA allows the access of multiple users on the available bandwidth. Each user is assigned a 

specific time-frequency resource.  

OFDMA subcarriers are divided into subsets of subcarriers, each subset representing a subchannel, 

as shown in Figure 2.5). In the DL, a subchannel may be intended for different receivers or groups of 

receivers; in the UL a transmitter may be assigned one or more subchannels. The subcarriers forming 

one subchannel may be adjacent or not [Nuay07]. 

The multiple access has a new dimension with OFDMA. A DL or an UL user will have a time and a 

subchannel allocation for each of its communications, as illustrated in Figure 2.6. 

 

Figure 2.5. Illustration of the OFDMA principle (extracted from [Nuay07]). 

 

Figure 2.6. Illustration of the OFDMA multiple access (extracted from [Nuay07]). 
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2.2.2 Key Challenges 

The Peak to Average power Ratio (PAR) is a very important attribute of a communication system. A 

low PAR allows the transmit power amplifier to operate efficiently, whereas a high PAR forces the 

transmit power amplifier to have a large backoff in order to ensure linear amplification of the signal. 

Operation in the linear region of this response is generally required to avoid signal distortion, so the 

peak value is constrained to be in this region. Having the average and peak values as close together 

as possible, is desirable, in order to have the power amplifier operating at the maximum efficiency. 

For N subcarriers, as is proved in [Gold05], the maximum PAR is N. In practice, full coherent addition 

of all N symbols is highly improbable, so the observed PAR is typically less than N, usually many dB. 

Nevertheless, PAR increases approximately linearly with the number of subcarriers. So, although it is 

desirable to have N as large as possible in order to keep the overhead associated with the cyclic prefix 

down, a large PAR is an important penalty that must be paid for a large N. A high PAR requires high 

resolution for the receiver Analogue/Digital (A/D) convertor, since the dynamic range of the signal is 

much larger for high PAR signals. High resolution A/D conversion places a complexity and power 

burden on the receiver front end. 

The orthogonality of the subchannels in OFDM modulation is assured by the subcarrier separation 

Δf=1/TN, Figure 2.7. In practice the separation of the subcarriers is imperfect, so the Δf is not exactly 

equal to 1/TN. This is generally caused by mismatched oscillators, Doppler frequency shifts or timing 

synchronisations errors, so the orthogonality of the subchannels will be degraded since the received 

samples of the FFT will contain interference from adjacent channels. Thus, it is important to analyse 

the Inter Channel Interference (ICI). 

 

Figure 2.7. OFDM Overlapping Subcarriers with Δf=1Hz (extracted from [Gold05]). 

The t power on carrier i, where the subcarrier signal is xiሺtሻ=ej2πit
TN

ൗ , is given by otal ICI  sub

ICIi= ∑ |Im|2≈C0ሺTNδሻ2
m≠i                                                                                                                    (2.12) 

where: 

• C0 is a constant; 
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• δ/TN is the frequency offset when the signal is demodulated. 

By (2.11) it can be observed that as TN increases, the subcarriers grow narrower and hence more 

closely spaced, which results in more ICI. Another conclusion is that ICI grows quadratically with the 

frequency offset δ, but ICI not appears to be directly affected by N. However, if N is large, forces TN to 

be also large, which will make the subcarriers to be closer together. Along with the larger PAR that 

comes with larger N, the increased ICI is another reason to pick N as low as possible, given that the 

overhead budget can be met. There are a number of ways to reduce ICI for a given choice of N, or 

reduce PAR, presented in [Gold05]. 

2.3 UMTS 

This section gives an overview of UMTS, Release ‘99, based on [HoTo04]. First the architecture is 

presented together with its elements. A brief description of the radio interface, WCDMA, follows the 

system architecture and finally coverage and capacity are evaluated. 

2.3.1 Network architecture 
The UMTS architecture is the same of GSM. The network is grouped into three high-level modules, 

which are specified by the 3GPP. They are: 

• User Equipment (UE); 

• UTRAN; 

• Core Network (CN). 

This architecture is represented in Figure 2.8. For UE and UTRAN completely new protocols were 

made because they are based on the needs of WCDMA. On the contrary CN is updated from GSM/ 

General Packet Radio Service (GPRS). 

 

Figure 2.8. UMTS network architecture (extracted from [HoTo04]). 

The UE interfaces with the user and the radio interface. It is composed by the Mobile Equipment (ME) 

and the UMTS Subscriber Identity Module (USIM). The ME is the Mobile Terminal (MT) used for radio 

communication over the Uu interface and USIM is a smartcard that holds the subscriber identity, 

performs authentication algorithms, and stores authentication and encryption keys and some 
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information that is needed at the terminal. USIM and ME communicate over the Cu interface. 

UTRAN is responsible for the entire radio interface. It consists of two distinct elements: 

• Node B, the Base Station (BS) which switch the data flow between the Iub and the Uu interfaces 

and also have a small participation in the Radio Resource Management (RRM); 

• Radio Network Controller (RNC), is responsible for controlling the Node B’s that are connected to it 

by the Iub interface. The RNC carries out the RRM, e.g. outer loop power control, packet 

scheduling and handover control. 

In UTRAN all RNCs are connected by the Iur interface with each other. 

The CN upgraded from GSM, is responsible for switching and routing calls and data to external 

networks, like the internet (Packet Switch (PS) network) and public Switched telephone network 

(Circuit Switch (CS) network). 

CN main elements are: 

• Home Location Register (HLR) is a database where the operator subscriber’s information is stored, 

such as allowed services, user location for routing calls and preferences; 

• Mobile Switching Centre/Visitor Location Register (MSC/VLR) that is the switch (MSC) and 

database (VLR) which serves the UE in its location CS services; 

• Gateway MSC (GMSC) it is where all incoming and outgoing CS connections carry by. It is the 

switch at the point where UMTS Public Land Mobile Network (PLMN) is connected to external CS 

network; 

• Serving GPRS Support Node (SGSN) that have similar functionalities to MSC/VLR but is normally 

used for PS services. 

• Gateway GPRS Support Node (GGSN) functionality is analogous to that of GMSC but is in relation 

to PS services. 

The innovations made on UE and UTRAN make possible to Release ’99 support soft handover, 

opposite to GSM, where only was possible hard handover. At hard handover the connection between 

the old BS and the UE is first interrupted before the UE establishes a new connection with the new 

BS. In UMTS hard handover can be inter-frequency or inter-system. In the former, the Node Bs have 

different carriers and in the later it is a handover to other system, e.g. GSM [Molis04]. Soft and softer 

handovers are very similar, at soft handover the UE is connected to more than one BS at the same 

time and at the softer handover the UE is transferred from one sector of a cell to another sector of the 

same cell. 

2.3.2 Radio Interface 

The UMTS air interface is based on WCDMA, which is a wideband Direct-Sequence Code Division 

Multiple Access (DS-CDMA) system. In this the user information bits are spread over a wide 

bandwidth by multiplying the user data with quasi-random bits (called chips) derived from CDMA 

spreading codes. WCDMA main parameters are summarised in Table 2.1. 
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Table 2.1. Main WCDMA parameters (adapted from [HoTo04]). 

Multiple access method DS-CDMA 
Duplexing method FDD 

Base station 
synchronisation Asynchronous operation 

Chip rate [Mcps] 3.84 
Frame length [ms] 10 

Service multiplexing Multiple services with different quality of service requirements 
multiplexed on one connection 

Multirate concept Variable spreading factor and multicode 
Detection Coherent using pilot symbols or common pilot 

Multiuser detection, smart 
antennas Supported by the standard, optional in the implementation 

Modulation UL: Binary Phase Shift Keying (BPSK) 
DL: Quaternary Phase Shift Keying (QPSK) 

The chip rate of 3.84 Mcps leads to a carrier bandwidth of approximately 4.4MHz. Between each other 

carriers have a bandwidth of 5 MHz which gives the possibility for the operators to change the central 

frequency for 200 kHz to minimise, e.g., the interference between carriers. The data capacity among 

users can change from frame to frame. This allows WCDMA to support a highly variable user data 

rates, special in PS data services. 

UMTS can operate in two modes, Frequency Division Duplex (FDD) and Time Division Duplex (TDD). 

In this thesis only UMTS-FDD is analysed. UMTS-FDD uses the 2100 frequency band, [1920, 1980] 

MHz for the UL and [2110, 2170] MHz for DL. 

WCDMA has two operations in the multiple access, spreading and scrambling, applied to physical 

channels. Channelisation codes, on spreading, are responsible for separating transmissions from the 

same source, in DL at the same sector and in UL are used to separate physical data and control 

information from the same UE. In WCDMA, this code use Orthogonal Variable Spreading Factor 

(OVSF), which allows different Spreading Factors (SF) and the orthogonality between different 

spreading codes of different length it is maintained. So the number of channelisation codes is given by 

the SF. Scrambling codes are mainly used to distinguish signals from UEs and/or BSs. Scrambling is 

used on top of spreading so that the signal bandwidth is not changed and the symbol rate just makes 

signals from different sources separable from each other. This allows the use of identical spreading 

codes for several transmitters. 

In relation to channels, UMTS have two different types of channels, transport and physical channels. 

In what concern to the transport channels it is distinguished common transport channels and 

dedicated transport channels. A description of these channels can be found in [HoTo04]. Dedicated 

channels, contrary to common ones, are present in both UL and DL. They are used to transmit both 

higher layer signalling and actual user data. There is only one dedicated channel, the Dedicated 

transport Channel (DCH), supporting some features like, fast power control, fast data rate and soft 

handover. 

Power control is an essential part of any CDMA system, as it is necessary to control mutual 
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interference. If there was no power control a single UE could block a whole cell. There are two 

different types of power control, open and closed-loop. The former is used to supply the initial power to 

the UE that is initiating a connection and the latter is crucial in a WCDMA system. 

2.3.3 Capacity and Coverage 

Capacity and interference, contrary to GSM, are user dependent. With the use of WCDMA the 

frequency reuse is one, so the system is usually interference limited. 

There are three main limited factors: 

1. Number of available codes in DL; 

2. DL transmission power; 

3. System load. 

The first limits the number of simultaneous active users within a cell and on the bit rate required by the 

type of services each user is accessing. To allow higher data rates in the network, SF must decreases 

and consequently the number of users in the network also decreases. Since that Node B have a 

maximum transmitting power, it is also a limit because power is shared among all UE in the cell. The 

last one, but of paramount importance, affects the cell coverage. 

The load factor depends on the services, and since there is asymmetry between UL and DL, the load 

factor is different between the two, and should not be higher than 50% in UL or 70% in DL. These two 

factors are giv by: en 
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where: 

• ηDL, is DL load factor; 

• ηUL, is UL load factor; 

• NU, is the number of active users; 

• Iinter n, is the normalised inter-cell interference (between [40, 60]% in UL and 0% in DL); 

• Rb j, is the bit rate associated to service of user j; 

• Fa j, is the activity factor of user j (50 % for voice and 100 % for data); 

• αj, is the code orthogonality factor of user j (typically in [50, 90]%); 

• Rc, is the chip rate of WCDMA; 

• (Eb/N0)j, is the signal-to-noise ratio, energy per user bit divided by the noise spectral density of 

user j. 

The interferen e m rgin used in the link budget is defined as: c a

MI  [dB]= 10log൫1-η൯                                                                                                                           (2.15) -

When ߟ is near one, the system reaches its top capacity and the margin interference goes to infinity, 
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consequently a raise of the load factor leads to a reduction in coverage, via the increase of MI. 

DL transmission p o a limiting factor in cell capacity and is expressed by: ower is als

PTx
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where: 

• Lpj
തതതത is the average path loss between the user j and the BS. 

Given the limitation of DL transmission power, raising it is not an efficient technique for increasing cell 

capacity. There are other techniques to increase cell capacity in a more efficient way. 

The radius of a given cell can be estimated taking into account the definition of the path loss and the 

model of the average power decay with distance [Corr08]. The radius of a cell is given by, 

d[km]=10
Pt [dBm]+Gt [dBi]-Pr ሾdBmሿ+ Gr [dBi]-Lref

10·apd                                                                                                     (2.17) 

where: 

• Lref are propagation model losses; 

• apd is the average power decay; 

• Pt, is the power fed to the transmitting antenna; 

• Gt, is the gain of the transmitting antenna; 

• Pr, is the power available at the receiving antenna; 

• Gr, is the gain of the receiving antenna. 

In a mobile communications system, beside coverage and capacity, is important to take the effect of 

mobility in the system into account. With mobility, parameters, like fading margin, change, among 

others, which are going to affect system performance. 

2.4 HSDPA 

HSDPA key technologies and channels are presented in this section, based on [HoTo06]. A brief 

characterisation of performance, capacity and coverage of HSDPA follow an overview on RRM. 

2.4.1 Key Updates 

With the demand of higher data rates, 3GPP launched Release 5 with expected peak data rates of 

10Mbps. Designed to be deployed together with Release ‘99, HSDPA improves capacity and spectral 

efficiency by means of fast physical layer (L1) retransmission and transmission combining, as well as 

fast link adaptation controlled by the Node B. To achieve higher data rates, a new higher order 

modulation is used, 16 Quadrature Amplitude Modulation (QAM) with 4bits per symbol, but it can only 

be used under good radio signal quality due to additional decision boundaries. QPSK is also used, 
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mainly to maximise coverage and robustness. 

While in Release ‘99 the scheduling is based on the RNC, and Node B has power control 

functionalities, in HSDPA scheduling and fast link adaptation based on physical layer retransmission 

were moved to Node B, as presented in Table 2.2. These new functionalities of scheduling and 

retransmission at the Node B are just possible with the use of buffering in the Node B. 

Table 2.2. New functionalities on different elements due to HSDPA (adapted from [HoTo06]). 

RNC 
HSDPA radio resource and mobility management 

HSDPA Iub traffic management 
Larger data volume 

Node B 

Data buffering 
Automatic Repeat Request (ARQ) handling 

Feedback decoding 
Flow control 

Downlink scheduling 
16QAM modulation 

UE 
ARQ handling with soft value buffer 

Feedback generation and transmission 
16QAM demodulation 

With these new functionalities the need to introduce new channels emerged. A new user data channel 

was created and two other channels were added for signalling purposes. HSDPA is always operated 

with Release ’99 in parallel, which can be used to carry CS services and the Signalling Radio Bearer 

(SRB), but does not support features like power control and soft handover. More detailed information 

about these channels is given in [HoTo06]. 

2.4.2 Radio Resource Management 

RRM algorithms, using HSDPA physical enhancements, increase the capacity and end user 

performance, being also responsible for assuming network stability. Figure 2.9 shows schematics 

overview of the most essential HSDPA RRM algorithms at the RNC and the Node B. 

 

Figure 2.9. Overview of the most relevant HSDPA RRM algorithms (extracted from [HoTo06]). 

High-Speed DL Shared Channel (HS-DSCH) link adaptation, responsibility of Node B, is to adapt the 

bit rate every Time Transmission Interval (TTI) when a user is scheduled for transmission. This is 
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based on Channel Quality Information (CQI) reports, which are periodically sent by the UE informing 

about the maximum transport block size that can be correctly received. Also in the Node B, packet 

scheduling controls how each HSDPA user is served. It is based on quality feedback, UE capability, 

resource availability, buffer status, QoS and priority. There are many algorithms to perform packet 

scheduling, such as Round Robin (RR) and Proportional Fair (PF). On the former, all HSDPA users 

have equal probability for scheduling, and it does not consider their QoS requirements, while the latter 

is based on feedback information and it provides a fairer split of the available resources among users, 

also enabling the enhancement of HSDPA cell throughput and coverage. 

High-Speed Shared Control Channel (HS-SCCH) power control algorithms, performed by Node B, 

adjust the transmission power every TTI. This power regulation is based on CQI reports or Dedicated 

Physical Control Channel (DPCCH) power control commands. 

At RNC, resource allocation algorithms manage the power and channelisation codes assigned to the 

Node B. As channelisation codes for High-Speed Physical DL Shared Channel (HS-PDSCH) can only 

be used for HSDPA, it leads to a voice or data call blocking of Release ‘99 users if the codes reserved 

to HS-PDSCH are too many. In this case the resource allocation is responsible for deciding and 

releasing some of the HS-PDSCH codes to avoid voice call blocking. It is also responsible for 

allocation of multiple HS-SCCH codes in code multiplexing and for power management of Real Time 

(RT) DCH connections. Admission control, also performed by RNC, is used to decide if a new user is 

accepted in the cell and to decide if it is going to be served using HSDPA or DCH (Release ‘99). 

Considering QoS requirements and the measurements given by the Node B, this algorithm can decide 

if the Node B has enough capacity to serve new users with the required service, maintaining all others 

users with their specific QoS. Finally, the mobility management, also at RNC, decides the HS-DSCH 

serving cell and manages Node B’s buffer to minimise the loss of data packets, since there is no soft 

handover in HSDPA. HS-DSCH handovers are synchronised, allowing full coverage, mobility and 

avoiding packet losses [PeTM04]. The RNC establishes the active set and makes handover decision 

typically based on UE Common Pilot Channel (CPICH) measurements. 

In HSDPA, it is possible to consider three types of handover: 

• inter Node B HS-DSCH to HS-DSCH handovers, between different Nodes B, 

• intra Node B HS-DSCH to HS-DSCH handovers, between 2 sectors in the same Node B and HS-

DSCH to DCH handover, 

• HS-DSCH to DCH, it happens when the UE moves to a non-HSDPA area or UE entering HSDPA 

zones. 

In inter Node B handover, packet losses due to changes in the HS-DSCH serving cell can be 

minimised with the RNC acknowledged (ACK) mode or when duplicate packets are sent on RLC 

unacknowledged mode. In intra Node B handover, with MAC-high speed (MAC-hs) preservation, 

packet losses are avoided. Since High-Speed Dedicated Physical Control Channel (HS-DPCCH) is 

received simultaneous by both sectors, in intra Node B handover, UL coverage is improved. 
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2.4.3 Capacity and Coverage 

HSDPA performance depends on network algorithms, deployment scenarios, traffic generated, QoS 

and UE receiver performance and capability. 

HSDPA uses a SF of 16, but only 15 codes can be allocated for data transmission, as one is needed 

for HS-SCCH and common channels. On UE until 5, 10 or 15 codes can be allocated, but in the Node 

B the 15 codes can be allocated. There are 12 HSDPA UE categories as shown in Table 2.3. 

Table 2.3. HSDPA terminal capacity categories (extracted from [HoTo06]). 

UE Category 
Maximum 
number of 

parallels codes 
per HS-DSCH 

Modulation Minimum inter-
TTI interval 

ARQ type at 
maximum data 

rate 

Achievable 
Maximum data 

rate [Mbps] 

1 5 QPSK & 16QAM 3 Soft 1.2 
2 5 QPSK & 16QAM 3 IR 1.2 
3 5 QPSK & 16QAM 2 Soft 1.8 
4 5 QPSK & 16QAM 2 IR 1.8 
5 5 QPSK & 16QAM 1 Soft 3.6 
6 5 QPSK & 16QAM 1 IR 3.6 
7 10 QPSK & 16QAM 1 Soft 7.2 
8 10 QPSK & 16QAM 1 IR 7.2 
9 15 QPSK & 16QAM 1 Soft 10.2 
10 15 QPSK & 16QAM 1 IR 14.4 
11 5 QPSK only 2 Soft 0.9 
12 5 QPSK only 1 Soft 1.8 

The metrics used to assess network performance in HSDPA are different from those used in Release 

‘99. For HSDPA, the signal to noise ratio (Eb/N0) is not used, since the HS-DSCH bit rate varies every 

TTI with the use if different modulations and coding schemes, Effective Code Rate (ECR) and number 

of HS-PDSCH channels. So the performance of HSDPA can be evaluated by the HS-DSCH Signal to 

Interference plus Noise Ratio (SINR) for link budget planning and network dimensioning, after de-

spreading the HS-PDSCH. The HS-DSCH SINR for a single antenna Rake receiver can be defined as: 

ρi=SF16·
PHS-DSCH

൫1-α൯·Pintra+Pinter+Pnoise
                                                                                                               (2.18) 

where:  

• ρI is the SINR 

• SF16 is the HS-PDSCH SF of 16; 

• PHS-DSCH is the received power of the HS-DSCH summing over all active HS-PDSCH codes; 

• Pintra is the received intra-cell interference; 

• Pinter is the received inter-cell interference. 

There are other measurements used for performance analysis, like instantaneous HS-DSCH SINR 

and the average HS-DSCH SINR, the former measure the SINR per TTI on the HS-DSCH in order to 

accomplish a certain Block Error Ratio (BLER) for a given HS-PDSCH number of codes, type of 

modulation and coding scheme, while the latter indicates the HS-DSCH SINR average experienced by 
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a user over fast fading. For network dimensioning the pilot Ec/N0 is used as a measurement. This is 

based on the wideband average Primary-Common Pilot Channel (P-CPICH) Ec/N0 and with it is 

possible to achieve HSDPA single user throughput. Expression (2.18) shows how the average HS-

DSCH SINR can be expressed as a function of P-CPICH Ec/N0.  

SINR=SF16· PHSDPA
Ppilot
ρpilot

-αPtotal

                                                                                                                        (2.19) 

where:  

• PHSDPA is the HSDPA transmit power; 

• Pilot is the P-CPICH transmit power; 

• ρpilot is the P-CPICH Ec/N0 when HSDPA is active. 

The average cell throughput increases with the number of HS-PDSCH codes having a growth of 50% 

when the number of codes is modified from 5 to 10. Fast link adaptation and Hybrid ARQ (HARQ) 

contributes to have a capacity gain of almost 70 % when compared to Release 99 [HoTo06]. 

2.5 HSUPA 

In this section, the HSUPA key technologies and channels are presented, based on [HoTo06]. 

Characterisation of performance, capacity and coverage of HSUPA follow an overview on its RRM. 

2.5.1 Key Updates 

In order to match UL and DL capabilities, 3GPP specified the Release 6, the Enhanced DCH (E-DCH), 

often referred as HSUPA. HSUPA is not a standalone feature, since it uses most of the basic features 

of Release ‘99 in order to work, the improvement being on the radio interface, maintaining all other 

network elements unchanged. Table 2.4 presents the new elements functions. 

Similarly to HSDPA, HSUPA introduces a faster physical layer HARQ, Node B scheduling and, 

optionally, a shorter TTI of 2ms. The HARQ in HSUPA is fully synchronous with incremental 

redundancy and operates in soft handover. Scheduling moved to Node B and as HSUPA is a many-to-

one structure, contrary to HSDPA, a dedicated channel approach was chosen. The modulation used in 

Release ‘99 for the UL, BPSK, was adopted for HSUPA since it has also transmission with multiple 

channels, avoiding complex implementations at the UE side. 

For HSUPA new channels were, also, added, like in HSDPA. For the DL three channels were added, 

two for scheduling control and one retransmission support. For the UL the DCH channels from 

Release ‘99 were left unchanged and two new channels were introduced, one for new control 

information and another for carrying data the E-DCH Dedicated Physical Data Channel (E-DPDCH). 

For HSUPA, the E-DCH is a dedicated channel, like DCH in Release ‘99, but with fast retransmission 

and scheduling. More detailed information about these channels is given in [HoTo06]. 
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The E-DPDCH is a channel parallel to all UL dedicated channels of Release 5, and it is used to 

transmit from the UE to the Node B due to transport channel processing. The most notable differences 

from DPDCH of Release ‘99 are the new TTI length of 2ms and minimum SF of 2. The former allows 

delivering twice as many channel bits per code than the minimum SF of 4 that the DPDCH supports 

and the last is used due to its potential delay benefit. The E-DCH Dedicated Physical Control Channel 

(E-DPCCH) is used to transmit out-of bound information about E-DPDCH transmission from the UE to 

the Node B. 

Table 2.4. New functionalities on different elements due to HSDPA (adapted from [HoTo06]). 

RNC 

HSUPA radio resource and mobility management 
HSUPA Iub capacity allocation 

Larger uplink data volume 
Packet re-ordering 

Node B 

Data buffering 
ARQ handling with soft value buffer 

Feedback encoding 
Uplink scheduling against interference/baseband/Iub 

capacity 

UE 

ARQ handling 
Transmitted power and buffer status feedback generation 

and transmission 
Multicode transmission 

Uplink scheduling 

A comparison of the key features for Release ‘99, HSDPA and HSUPA is show at Table 2.5. 

Table 2.5. Release 99, HSDPA and HSUPA comparison table (extracted from [HoTo06]). 

Feature Release ’99 (DCH) HSDPA (HS-DSCH) HSUPA (E-DCH) 
Variable SF Yes No Yes 

Fast power control Yes No Yes 
Adaptive modulation No Yes No 

BTS based 
scheduling No Yes Yes 

Fast L1 HARQ No Yes Yes 
Soft handover Yes No Yes 
TTI length [ms] 80, 40, 20, 10 2 10, 2 

2.5.2 Radio Resource Management 

As in HSDPA RRM algorithms, using HSUPA physical layer enhancements increase the capacity and 

end user performance, being also responsible for ensuring network stability. RRM consists of 

functions located in the RNC, Node B and UE, as shown in Figure 2.10. 

For the RNC, one considers resource allocation, admission control, QoS parameters and mobility 

management. For the Node B, the new functions, compared to Release ‘99, are fast packet 
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scheduling and the HARQ. Resource allocation is an algorithm responsible for establishing the 

maximum received wideband power level at the Node B. HSUPA scheduler can allocate the power for 

E-DCH users since that is not used by DCH connections and is still below the maximum wideband 

power level. The RNC can also send a congestion indication to Node B. A number of QoS parameters 

are given by RNC to the Node B and it can be used to packet scheduling. The decisions are made by 

the Node B taking those parameters into account. Admission control is responsible for authorising new 

users, based on information like the number of active HSUPA users, UL interference levels (based on 

Received Total Wideband Power (RTWP) measurements), Scheduling Priority Indicator (SPI) of new 

calls, Guaranteed Bit Rate (GBR) for all other existing call, bit rates on both DCH and E-DCH, and 

also DL limitations. With the algorithm mobility management, the RNC decides which cells belong to 

the active set, with the maximum of 4 Node Bs and which one is serving the HSUPA. The serving cells 

for HSUPA and HSDPA can be different, although typically they are the same and the serving cell 

change would take place at the same time. 

 

Figure 2.10. Overview of the different functional RRM blocks for HSUPA (extracted from [HoTo06]). 

For the Node B the main innovation at Release 6 is the fast packet scheduling with HARQ 

retransmission. There are two scheduling different modes defined for HSUPA, scheduling with HARQ 

control signalling and non scheduled mode controlled by RNC, very similar to DCH scheduling for 

Release ’99, but with physical layer retransmission. 

2.5.3 Capacity and Coverage 

As in HSDPA, performance in HSUPA depends highly on network algorithms, deployment scenarios, 

UE transmitter capability, Node B performance and capability and type of traffic. In HSUPA there are 

six UE classes defined, Table 2.6. For performance testing purposes, 3GPP defined a set of E-DCH 

channel configurations, Fixed Reference Channels (FRCs). 

Ec/N0 is the performance metric used by HSUPA, the as used in Release ‘99, since there is no 

Adaptative Modulation and Coding (AMC). In order to achieve higher data rates, a high Ec/N0 is 

required at the Node B, which leads to an increase of the UL noise and consequently the cell 
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coverage area decreases. Taking this into account, a maximum level for UL noise may be defined for 

macro-cells, though it limits high data throughputs. FRC5 represents a first-phase HSUPA UE, FRC2 

and FRC6 represents future release UEs, with advanced capabilities, like supporting 2ms for TTI and 

higher coding rate. As expected, for FRC2 higher throughputs are achieved, although the maximum 

shown can only be accomplished for high Ec/N0 values, which in real networks may be difficult to 

achieve. 

Table 2.6. HSUPA terminal capability categories (adapted from [HoTo06]). 

UE 
Category FRC TTI length 

[ms] Codes Coding 
rate 

Maximum 
theoretical bit 

rate [Mbps] 

Physical Layer 
Data Rates 

[Mbps] 
1 7 10 SF16 0.29 0.069 0.72 
1 4 10 SF4 0.53 0.508 0.72 
2 1 2 2  SF4 ൈ 0.71 1.353 1.45 

2 and 3 5 10 2  SF4 ൈ 0.51 0.980 1.45 
4 2 2 2  SF2 ൈ 0.71 2.706 2.91 

4 and 5 6 10 2 ൈ SF2 0.51 1.960 2 
6 3 2 2ൈSF4 + 2ൈSF2 0.71 4.059 5.76 

For HSUPA, a new measurement was introduced, the UE Power Headroom (UPH), that informs Node 

B of the available power resources. This measurement is similar to CQI, in the HSDPA case, but due 

to the inaccuracy in measurements, it cannot be used with the same functionality as the CQI. 

Faster Retransmissions at L1 than in L2 RLC-based and the use of soft combining of retransmissions 

are the two main advantages of the use of L1 HARQ. The decrease of Eb/N0, lead by faster 

retransmission, increase spectral efficiency, while the combining techniques can improve the 

performance of Node B. Increasing the Block Error Probability (BLEP) at first transmission leads to a 

lower bE N0  requirement, which increases UL’s spectral efficiency. Assuming realistic traffic, the cell 

throughput gain due to the use of L1 HARQ is approximately 15% to 20%. 

Considering Node B based scheduling, it can provide the system with two main advantages, tighter 

control of total received UL power and faster reallocation of radio resources among users. The former, 

allows faster adaptation to interference variations, and, the later, dynamically take resources from 

users with low utilisation of allocated radio resources and redistributes them between users with high 

utilisation. Node B based scheduling provides a cell throughput increase of approximately 15% to 20% 

on top of the gain from L1 HARQ. 

2.6 LTE 

The LTE system architecture is presented, followed with a brief description of its radio interface. At the 

end a performance analysis is done. This section is based on [3GPP08]. 
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2.6.1 Network Architecture 

The LTE architecture is a flat architecture, as shown in Figure 2.11. Similar HSDPA and HSUPA, more 

intelligence is being added to the BS. The radio-related functionalities are all located in the BS, 

compared to HSDPA/HSUPA the new functionalities are Radio Link Control (RLC) Layer, Radio 

Resource Control (RRC) and Packet Data Convergence Protocol (PDCP) functionalities. 

 
Figure 2.11. Overall E-UTRAN architecture (extracted from [3GPP08]). 

The Evolved-UTRAN (E-UTRAN) consists of one single element, the evolved Node B (eNB) that has 

all functions for RRM, such as radio bearer control, radio admission control, connection mobility 

control and dynamic resource allocation (scheduling). eNBs are interconnected with each other by 

means of the X2 interface. It is assumed that there is always an X2 interface between the eNBs that 

need to communicate with each other, e.g., for purposes of handover. Connected to the eNBs, by 

means of S1 interfaces, is the Evolved Packet Core (EPC). The EPC is composed by the Mobility 

Management Entity (MME) and the Serving Gateway (S-GW) and the Packet Data Network (PDN) 

Gateway (P-GW). The interface between core and radio access network is defined in such a way that 

implementation in the core network side would be possible with control (S1_MME) and user-plane 

(S1_UE) traffic processing in separate physical elements. The S1 interface supports a many-to-many 

relation between MMEs / S-GWs and eNBs. 

The S-GW and P-GW were defined for processing the user-plane data, handling tasks related to the 

mobility management inside the LTE, as well as between other 3GPP radio technologies, IP header 

compression and encryption of user data streams and termination of user-plane packets for paging 

reason. MME handles the control plane signalling, and especially for mobility management and idle-

mode handling by the distribution of paging messages to the eNBs. 

The functional split between E-UTRAN and EPC is described in Figure 2.12. The functionalities of 

UMTS RNC were split between BS and S-GW, which has also the functionalities of SGSN. The P-GW 

is similar to GGSN and the MME to the HLR and VLR in UMTS.  
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Figure 2.12. Functional split between E-UTRAN and EPC (extracted from [3GPP08]). 

2.6.2 Radio Interface 

The multiple access is based on the use of SC – Frequency Division Multiple Access (SC-FDMA) with 

cyclic prefix in the UL and OFDMA in the DL.  

SC-FDMA with cyclic prefix has a QAM modulator coupled with the addition of the cyclic prefix. This 

technology brings some benefits. With cyclic prefix the ISI is eliminated, which enables the low 

complexity equaliser receiver. PAR is dominated by the modulation in use and SC-FDMA has the 

capability to reach a performance similar to OFDMA, assuming an equaliser is being used.  

In the design, the physical layer parameter details have been picked in such a way that  implementing 

multimode GSM/WCDMA/LTE devices would be simpler, as well as facilitating the measurements 

to/from GSM/WCDMA for radio-based handovers to enable seamless mobility. 

The fundamental difference to WCDMA is now the use of different bandwidths, from 1.4 up to 20 MHz. 

Parameters have been chosen such that FFT lengths and sampling rates are easily obtained for all 

operation modes and at the same time ensuring the easy implementation of dual mode devices with a 

common clock reference. Table 2.7 shows the parameters for the different bandwidths  

In what concerns transport channels there are similarities with Release ‘99 common channels. A brief 

description of the LTE transport channels can be found in [HoTo07]. The LTE physical layer is 

designed for maximum efficiency of packet-based transmission. For this reason there are only shared 

channels in the physical layer to enable dynamic resource utilisation. Additionally, there are two types 

of signal defined, which are, synchronisation signal, to facilitate cell search (similar to WCDMA 

Synchronisation Channel), and reference signal, for facilitating channel estimation and channel quality 

estimation. 

LTE has two radio frame structures, frame structure type 1 that uses both FDD and TDD duplexing, 

and frame structure type 2 that uses TDD duplexing. Frame structure type 1 is optimised to co-exist 

with 3.84 Mcps UMTS. Frame structure type 2 is optimised to co-exist with 1.28 Mcps UMTS TDD, 
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also known as Time Division-Synchronous Code Division Multiple Access (TD-SCDMA). This thesis 

focus on frame structure type 1, since it is optimised to co-exist with the lower releases of UMTS and 

is has FDD. Frame structure type 1 is shown in Figure 2.13. 

Table 2.7. Key Parameters for different bandwidths (extracted from [HoTo07]). 

 1.4 MHz 3.0 MHz 5 MHz 10 MHz 15 MHz 20 MHz 
Sub-frame (TTI) [ms] 1 

Sub-carrier spacing [kHz] 15 

Sampling [MHz] 1.92 3.84 7.68 15.36 23.04 30.72 

FFT 128 256 512 1024 1536 2048 

Sub-carriers 72+1 180+1 300+1 600+1 900+1 1200+1 

Symbols per frame 4 with short CP and 6 with long CP 

Cyclic prefix 5.21 μs with short CP and 16.67 μs with long CP 
 

 
Figure 2.13. DL frame structure type 1 (Extracted from [Agil07]). 

As it is shown at Figure 2.13, the DL radio frame has a duration of 10 ms and consists of 20 slots with 

a slot duration of 0.5 ms. Two slots comprise a sub-frame. A sub-frame, or TTI, has a duration of 1 ms 

compared to 2 ms TTI for HSPA systems. Shorter TTIs reduce the latency in the system, but add 

further demands on the MT processor. The physical mapping of DL physical signals for frame 

structure type 1 is: 

• Reference signal, which is transmitted at OFDM symbol 0 and 4 of each slot. This depends on 

antenna port number; 

• Primary–Synchronisation Channel (P-SCH), which is transmitted on symbol 6 of slots 0 and 10 of 

each radio frame; 

• Secondary–Synchronisation channel (S-SCH), which is transmitted on symbol 5 of slots 0 and 10 

of each radio frame; 
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• PBCH physical channel, which is transmitted on 72 sub-carriers centred around the DC sub-carrier. 

The smallest time-frequency unit for DL transmission is called a resource element, which is one 

symbol on one sub-carrier. A group of 12 contiguous sub-carriers in frequency and one slot in time 

form a Resource Block (RB) as shown in Figure 2.14. Data is allocated to each UE in units of RB. 

 
Figure 2.14. DL Resource Grid (extracted from [Agil07]). 

For a frame structure type 1, using normal CP, a RB spans 12 consecutive sub-carriers and 7 

consecutive OFDMA symbols over a slot duration. For extended CP there are 6 OFDMA symbols per 

slot. A CP is appended to each symbol as a guard interval. Thus, an RB has 84 resource elements (12 

sub-carriers x 7 symbols) corresponding to one slot in the time domain and 180 kHz (12 sub-carriers x 

15 kHz spacing) in the frequency domain. The size of a RB is the same for all bandwidths; therefore, 

the number of available physical RBs depends on the transmission bandwidth. In the frequency 

domain, the number of available RBs can range from 6, when transmission bandwidth is 1.4 MHz, to 

100, when transmission bandwidth is 20 MHz. 

The UL frame structure type 1 is the same as DL’s one in terms of frame, slot, and sub-frame length. 

An UL slot structure is shown in Figure 2.15. The number of symbols in a slot depends on the CP 

length. For a normal CP, there are 7 SC-FDMA symbols per slot. For extended CP there are 6 SC-

FDMA symbols per slot. UL demodulation reference signals, which are used for channel estimation for 

coherent demodulation, are transmitted in the fourth symbol (i.e., symbol number 3) of the slot. 
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Figure 2.15. UL frame structure type 1 (extracted from [Agil07]). 

For LTE there are three potential frequency bands, in the 3GPP specified UMTS spectrum, to operate, 

the 900 MHz band, [890;915] MHz for UL and [935;960] MHz for DL, the 2100 MHz frequency band 

and the 2600 MHz band, [2500;2570] MHz for UL and [2620;2690] MHz for the DL [Huaw07]. 

2.6.3 Capacity and Coverage 
The resulting data rate for a particular user will depend on the number of resource blocks allocated, 

modulation applied, rate of the channel coding, whether MIMO is used or not and the configuration, 

amount of overhead, including whether long or short cyclic prefix is used. 

The DL peak bit data rates can be calculated by, 

Rb [Mbps]=
bits
Hz

×Ns×
NSF
TSF

                                                                                                                  (2.20) 

where: 

• NSF is the number of symbols per sub-frame; 

• TSF is the sub-frame period. 

The achieve DL peak bit rates are shown in Table 2.8. QPSK modulation carries 2 bits per symbol, 

16QAM 4bits per symbol and 64QAM 6 bits. And 2x2 MIMO further doubles the peak bit rate. 

Therefore, QPSK ½ rate coding carries 1bps/Hz, and 64QAM without any coding and with 2x2 MIMO 

carries 12 bps/Hz. The bandwidth is included in the calculation by taking the corresponding number of 

sub-carriers for each option, 72 per 1.4 MHz and 180 per 3.0 MHz bandwidth. For the bandwidths of 5, 

10, and 20 MHz there are assumed 300, 600 and 1200 subcarriers respectively. It is assumed 13 data 

symbols per 1 ms sub-frame. The highest theoretical data rate is approximately 170 Mbps. 

For the UL the achieve peak data rates are shown in Table 2.9. The peak data rates are lower in UL 

than in DL since single user MIMO is not specified in UL. MIMO can be used in UL as well to increase 
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cell data rates, not single-user peak data rates. 

Figure 2.16 shows how the maximum system throughput values depend on the cell radius. It can be 

seen that with LTE for the same radii higher throughputs than in HSDPA, can be achieved. For the 

lowest radius an increase of 125% in the throughput is noticed and as the radius increases LTE 

overcomes the HSDPA throughput until 300%. 

Table 2.8. DL peak bit rates (extracted from [HoTo07]). 

Modulation Coding 

Peak bit rate per sub-carrier/bandwidth combination [Mbps] 
72/1.4 180/3.0 300/5.0 600/10 1200/20 
MHz MHz MHz MHz MHz 

QPSK ½ Single Stream 0.9 2.2 3.6 7.2 14.4 
16QAM ½ Single Stream 1.7 4.3 7.2 14.4 28.8 
16QAM ¾ Single Stream 2.6 6.5 10.8 21.6 43.2 
64QAM ¾ Single Stream 3.9 9.7 16.2 32.4 64.8 
64QAM 4/4 Single Stream 5.2 13.0 21.6 43.2 86.4 
64QAM ¾ 2x2 MIMO 7.8 19.4 32.4 64.8 129.6 
64QAM 4/4 2x2 MIMO 10.4 25.9 43.2 86.4 172.8 

 

Table 2.9. UL peak bit rates (extracted from [HoTo07]). 

Modulation Coding 

Peak bit rate per sub-carrier/bandwidth combination [Mbps] 
72/1.4 180/3.0 300/5.0 600/10 1200/20 
MHz MHz MHz MHz MHz 

QPSK ½ Single Stream 0.9 2.2 3.6 7.2 14.4 
16QAM ½ Single Stream 1.7 4.3 7.2 14.4 28.8 
16QAM ¾ Single Stream 2.6 6.5 10.8 21.6 43.2 
16QAM 4/4 Single Stream 3.5 8.6 14.4 28.8 57.6 
64QAM ¾ Single Stream 3.9 9.0 16.2 32.4 64.8 
64QAM 4/4 Single Stream 5.2 13.0 21.6 43.2 86.4 

 

 
Figure 2.16. Normalised cell throughput vs. cell radius in fully loaded systems (extracted from 

[EFKM06]). 
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2.6.4 Comparison between LTE and Mobile WiMAX 

One of the technologies that emerged as a potential alternative to cellular technology for wide-area 

networks, and therefore as an LTE alternative, is Mobile WiMAX, also known as WiMAX IEE/802.16e. 

This technology was initially developed for fixed broadband wireless access and is optimised for 

broadband data services, unlike LTE that was created with the purpose of provide data services over 

a network originally conceived for mobile voice services. The description of Mobile WiMAX is 

presented on [WIMA08] and [Nuay07]. 

As LTE in DL, Mobile WiMAX is based on OFDM/OFDMA, but in both UL and DL, and like LTE, it 

provides high data rates with MIMO antenna techniques in flexible sub-channelisation schemes. 

Despite these two systems have the same radio interface they have different OFDM/OFDMA 

parameters. The Table 2.10 summarises the principal attributes of the two systems that are being 

compared. The higher value for DL is obtained considering MIMO (2x2) mode. 

Table 2.10. Summary of Comparative Features (adapted from [WiMF06b]). 

Attributes LTE Mobile WiMAX 

Duplex Mode FDD TDD 

DL Multiple Access OFDMA OFDMA 

UL Multiple Access SC-FDMA OFDMA 

Channel Bandwidth 1.4,3,5,10,15,20 MHz Scalable: 5,7,8.75,10 MHz 

Frame Size  1 ms FDD 5 ms TDD 

Modulation QPSK, 16QAM, 64QAM QPSK, 16 QAM, 64QAM 

Coding CTC CTC 

DL Peak Data Rate 172.8 Mbps 
(20 MHz BW) 

46 Mbps – DL/UL= 3:1 
32 Mbps – DL/UL= 1:1 

(10 MHz BW) 

UL Peak Data Rate 86.4 Mbps 
(20 MHz, Single Antenna) 

4 Mbps – DL/UL = 3:1 
7 Mbps – DL/UL = 1:1 

(10 MHz BW) 
Scheduling Fast Scheduling in the DL and UL Fast Scheduling in DL and UL 

Spectral Efficiency - DL 
[bps/Hz] 2.73 1.91 

Spectral Efficiency - UL 
[bps/Hz] 0.7 0.84 

Mobility High Low/Mid 

In what concerns to the system architecture, WiMAX has an architecture identical to the lower 

releases of 3GPP. LTE has a flat architecture, while WiMAX architecture can be divided in three 

general areas where which one performs a specific function in the connection as UMTS architecture.  

UTRAN in UMTS/HSPA and Access Service Network (ASN) in Mobile WiMAX are the entities 

responsible for all functionalities concerned with the radio connectivity. The handover control is 

located in RNC in HSPA. In Mobile WiMAX, it can be inside the ASN Gateways (ASN-GW), in case of 
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profile A, or inside the BS if the profile chosen is the profile C. Scheduling is an important feature of 

RRC and is handled in Node B in HSPA and in ASN-GW or WiMAX BS, depending on the profile, in 

Mobile WiMAX. CN is the functional area that connects external PS or CS and UMTS PLMN. In Mobile 

WiMAX, the functions and equipment that enables IP connectivity to subscribers are part of 

Connectivity Service Network (CSN). Finally, the end-user is known as Subscriber Station (SS) in 

Mobile WiMAX and is denominated UE in UMTS/HSPA [Preg08]. 

2.7 Service and Applications 

UMTS was designed to offer flexible services, on contrary of GSM that was designed to have an 

efficient delivery of voice services. UMTS represent as evolution in terms of capacity and data speeds, 

guaranteeing the appearance of whole new services in addition to existing ones. This section is based 

on [HoTo06] and [Molis04]. 

In order to allow efficient ways to accessing services and optimise system capacity, 3GPP defined four 

classes of services based on their Quality of Service (QoS) requirements. There are some important 

factors that distinguish them, such as traffic delay, the guaranteed bit rate and the different priorities. 

The four classes are conversational, Streaming, interactive and background. 

The conversational class is mainly intended for speech services (e.g., CS or Voice over Internet 

Protocol (VoIP)). Since to this type of services is a real time one the delay should be on the order of 

400ms or less, larger values being experienced as unpleasant interruptions by users, traffic is nearly 

symmetric between UL and DL. Video telephony has even tighter BER requirements than voice due to 

video compression, and it can be transmitted in CS or PS. It is supposed to work on the PS domain, 

and in order to guarantee an efficient VoIP service QoS differentiation and IP header compression are 

needed. This class has priority over others. 

The speech codec used in UMTS employees Adaptative Multirate (AMR) with eight source rates, 

namely 12.2 kbps for GSM. Discontinuous Transmission (DTX) is used in the AMR codec in order to 

reduce the average required bit rate, leading to a lower interference level, hence increased capacity. 

In 3GPP Release 5 another codec was introduced, the AMR wideband (AMR-WB), which brought 

substantial voice quality enhancements compared to AMR narrowband or even the standard fixed 

telephone line; it operates on nine speech coding bit rates between 6.6 and 23.85 kbps.  

The Streaming class represents the audio and video Streaming services. Multimedia Streaming 

enables the end user to access the data before the transfer is complete, which is achieved through a 

continuous stream transmission and the use of buffers in the final applications. In this case, the traffic 

is not symmetric; hence the DL traffic is the most significant. Larger delays than in conversational 

class can be tolerated, as the receiver typically buffers several seconds of Streaming material. 

The interactive class encompasses user data request from a remote appliance (e.g., Web browsing), it 

means a communications scheme that is characterised by the request response pattern of the end 
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user. This class has a very asymmetric traffic and is tolerant to delay. For this class there are upper 

limits to tolerable delay, such as the time between choosing a certain Website and its actual 

appearance on the screen should not exceed a few seconds. For multiplayer games the Round Trip 

Time (RTT) is a very important parameter, especially in real time action games, which besides having 

transmitting and receiving packets at bit rates typically of 10-20 kbps, must be delivered with very low 

delay, setting high requirements for the network performance. In order to satisfy the most demanding 

players the end-to-end, delays must be as low as 70 to 80 ms. 

Background class encompasses the services where transmission delays are not critical (e.g., Short 

Message Service (SMS), e-mail), on contrary to interactive class the end user is not waiting for a 

response within a short time. This type of services only spends the network resources when they are 

not needed for application from the former classes. This class, like the interactive class, is intolerant to 

transmission errors. Some of the applications in this class are the SMS, Multimedia Message Service 

(MMS) and e-mail delivery. 

In the following table, Table 2.11, the main differences between the 3GPP classes are presented. 

Table 2.11. Services and applications according to 3GPP (extracted from [3GPP01] and [3GPP02]) 

Service Class Conversational Streaming Interactive Background 
Real time Yes Yes No No 

Symmetric Yes No No No 

Switching CS CS PS PS 

Guaranteed rate Yes Yes No No 

Delay Minimum Fixed Minimum Variable Moderate Variable High Variable 

Buffer No Yes Yes Yes 

Bursty No No Yes Yes 

Example Voice Video on Demand Web Browsing E-mail 

 



Chapter 3 

Models and Simulator 

Description 
3 Models and Simulator 
Description 

The present chapter provides an overview of the single user radius model and the LTE DL/UL 

simulator. The former provides an overview of the network planning regarding cell radius for LTE DL 

and UL, when a single user is at the cell edge requiring a service. This model is a good tool for a first 

phase of network planning to estimate cell radii. The latter, based on an existing simulator, has the 

goal of enabling a more realist analysis case, with users randomly spread over the cell coverage areas 

when they are performing multiple services. The main outputs of this simulator are the average 

network radius, average network throughput, among others. At the end of this chapter the simulator 

assessment is presented with the study of the number of users to be considered in the simulations. 
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3.1 Single User Radius Model 

The purpose of this section is to make an evaluation of the performance of LTE in a single user model. 

This evaluation is done by means of the maximum cell radius, which is the maximum distance that 

allows the user to be served with the requested throughput, calculated considering that there is only 

one user in the cell. Several parameters can be modified, such as: 

• Total BS transmission power; 

• Frequency; 

• Bandwidths; 

• Modulation scheme; 

• MIMO configuration; 

• BS and MT antenna gains; 

• Environment, i.e., pedestrian, vehicular, indoor with low and high losses and fading margins. 

Other parameters, like additional losses, noise factor, cable losses, user losses and diversity gain, in 

DL, can also be modified. 

At the maximum throughputs obtained at the physical layer, Table B.5 and Table B.6, it is necessary to 

consider the reduction throughput due to coding rate, bandwidth efficiency, CP, pilot overhead (just in 

the DL) and dedicated and common control channel.  

The limiting factors are the available bandwidth, modulation scheme and also MIMO configuration. 

These three factors restrain the maximum throughput. The LTE receiver sensitivity, as well as the path 

loss, are calculated by using Annex A expressions. 

The goal of this model is to calculate the maximum cell radius for a given throughput, introduced in the 

user interface, Annex F. Using the expressions of the interpolations and extrapolations in Annex B, the 

requested throughput is mapped onto SNR for the receiver sensitivity, i.e., minimum received power 

that allows the user to be served with the requested throughput, (A.7). 

In Annex B expressions, two channels are considered, the EPA 5Hz and the ETU 70Hz, described in 

Annex A. The EPA 5Hz is a pedestrian channel, therefore, it is attributed for pedestrian and indoor 

users and the ETU 70Hz is vehicular channel, therefore is attributed to the vehicular users. 

Since that this expression were only available for 2×2 and 4×4 MIMO antenna configurations, in UL, 

only this two MIMO configurations were considered for this model. It is important to notice that, due to 

being a single user model, there is only one user in the cell, so the interference margin is not 

considered and all RBs are given to the user therefore, a low SNR is need rather than if a limited 

number of RBs was given. The maximum BS antenna gain is used in order to have the maximum 

radius, as well as the lowest frequency in the bands. Assumptions were taken like perfect radio 

channel conditions, interference due to both internal and external factors, and hence, noise raise is not 
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considered and uncorrelated sub-channels in MIMO are taken. This model is based on a snapshot of 

the cell, under the best radio condition, but both slow and fast margins are considered. Since the 

penetration margin varies with frequency, for 2100 and 2600 MHz frequency bands the same 

penetration margin is considered, since these two bands have very close frequencies. For 900 MHz 

band, margins are calculated by [ aVe02]X

Mind900 MHZ=Mind2100 MHZ-20log ቀf2100
f900

: 

ቁ                                                                                                     (3.1) 

where: 

• Mind900 MHZ is the indoor penetration at 900MHz; 

• Mind2100 MHZ is the indoor penetration at 2100MHz; 

• f2100 is the frequency at the 2100 MHz band; 

• f900 is the frequency at the 900 MHz band. 

The path loss is calculated using the link budget detailed in Annex A. From the COST-231 Walfish-

Ikegami propagation model, one has [DaCo99]: 

Lp[dB]
=L0[dB]+Ltt[dB]+Ltm[dB]=EIRP[dBm]-Pr[dBm]+Gr[dBm]-M[dB]                                                                      (3.2) 

where:  

• L0 is the free space loss; 

• Ltt is the rooftop-to-street diffraction loss; 

• Ltm is the approximation for the multi-screen diffraction loss; 

• EIRP is the equivalent isotropic radiated power, given by (A.3) or (A.4); 

• M is the total margin, given by (A.9). 

Through the manipulation of (3.1) together with the Ltt and L0 expressions from the COST-231 

Walfisch-Ikegami model, the cell radius can be calculated by: 

Rሾkmሿ=10
EIRP[dBm]-Pr[dBm]+Gr[dBi]-M[dB]-Ltt[dB]

-Ltm[dB]
-L0[dB]

20+kd                                                                         (3.3) 

where:  

• Ltt
' =Ltt-kd· log10൫d[km]൯; 

• kd is the dependence of the multiscreen diffraction loss versus distance; 

• L0
' =L0-20· log10൫d[km]൯. 

3.2 LTE DL/UL Simulator 

The developed LTE simulator is introduced in this section. First, in Subsection 3.2.1, an overview of 

the simulator is presented, with the simulator’s implementation being described in Subsection 3.2.2. In 

Subsection 3.2.3, input and output files are pointed out. 
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3.2.1 Simulator Overview 

The main structure of the simulator developed in this thesis is presented in Figure 3.1, being adapted 

from the one developed in [Card06], [CoLa06], [Lope08], [Salv08] and [SeCa04]. Highlighted in red 

are the new modules added to the simulator, LTE DL and UL, while the main structure was left 

partially unchanged. 

This simulator has the primary objective of analysing the performance of LTE in both DL and UL and 

consisting of 4 major modules:  

• Users’ generation; 

• Network deployment without load; 

• LTE DL analysis; 

• LTE UL analysis. 

 

Network 
Deployment and 

single user analysis 
(UMTS_Simul) 

LTE DL 
Analysis 

(LTEDL_Stat) 

LTE UL 
Analysis 

(LTEUL_Stat) 

Users 
Generation 

(SIM) 

Figure 3.1. Simulator overview. 

The user generation module is described in detail in [Lope08] and [Salv08], a file is created with the 

same information about the user and its location. Users are distributed randomly and services are also 

randomly distributed among user, according to a given service penetration percentage. The input files 

for the traffic distribution and the services penetration percentage, needed for users’ generation, as 

well as QoS priority lists, are described in Annex D. 

The network deployment module is described with detail in [CoLa06], being responsible for placing the 

users from the output file of the SIM program in the network, distributing them throughout the most 

populated areas. After the user’s placement, the network is deployed. A first analysis of the network, is 

also performed, where the cell radius of each service for a single user is calculated, as well as the 

radius for two reference services, one for the centre of the city and another for the rest of the city. 

These two reference services define the BS cell coverage. The link budget used in this analysis is the 

one presented in Annex A. All users within the coverage area are the ones to be considered in the 

LTE DL and UL modules. In Annex G the user’s manual is presented. 

3.2.2 LTE DL and UL Analysis Implementation 

The modules on LTE were implemented to enable the analysis of the impact caused by LTE DL and 

UL on the network. Through a snapshot approach, these two modules analysis the network capacity 

and coverage, calculating instantaneous network results as average radius, and number of users per 

BS. Also, an extrapolation is made to estimate the traffic and number of users per hour. First an 

analysis in the BS level is performed, being executed in all BSs. After obtaining some of the 
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parameters recorded for each BS, these modules compute averages, and extrapolates some results 

for the busy hour analysis. LTE DL and UL implementations are presented together, since they are 

analogous, with the differences being pointed out. 

To perform the network analysis, some parameters are considered, which can be modified. For LTE 

DL/UL, one has:  

• DL and UL transmission power; 

• Frequency; 

• MT antenna gain; 

• User and cable losses; 

• Noise figure; 

• Signalling and control power percentage; 

• Bandwidth; 

• Reduction strategies; 

• MIMO configuration; 

• Interference margin; 

• Environment; 

• Masthead Amplifier Gain (UL); 

• Diversity Gain (DL); 

• Rayleigh Percentage; 

• Power feeding antennas; 

• Reference services. 

Radio parameters, such as DL transmission power, MT antenna gain, user and cable losses, and 

noise figure are the same as the ones considered in Section 3.1. More parameters like QoS priority 

list, data volume and throughput for each service, can be changed, as it can be seen in Annex G. 

The bandwidth, modulation and MIMO configuration are the key parameters for the performance 

evaluation of the LTE network. The bandwidth is responsible for the increase of the RBs available in 

the network, and the capacity of each RB depends on the MIMO configuration and the modulation. 

Therefore, the maximum instantaneous throughput at the BS is highly associated with these three 

parameters; still, in the simulator, it was considered that all the BSs have equal parameters, bandwidth 

and MIMO configuration. Since AMC was implemented the BSs capacity can only be evaluated 

through the maximum number of RBs that the bandwidth allows. The shared transmission power is not 

considered in the simulator, as this would require a per-TTI analysis, which is out of the scope of this 

work. The multiple users influence is simulated by the introduction of the interference margin, specific 

for each BS.  

For signalling and control purposes, in DL, for each RB, one OFDM symbol is discounted related to 

the reference signals, and in UL one SC-FDMA symbol relate to the reference signals, as it is shown 

at Figure 2.13 and Figure 2.15, respectively. Concerning to the DL signalling the symbols occupied by 

the P-SCH and S-SCH are neglected, since they represent 12 OFDM symbol in a frame, which 
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corresponds to percentages lower than 0.2% in the best case, so the error for not be considered is so 

low that is assumed to be negligible. 

As in DL the expressions available were for SIMO configuration it becomes necessary to calculate the 

SISO ones to afterwards obtain the RMG, (2.10), in order to obtain the RB throughput for the MIMO 

configurations considered. Since the difference in the path loss between a SISO and a SIMO 

configuration is the diversity gain that the SIMO has, in DL is possible to choose de diversity gain to be 

considered in the model to obtain an approximation for the SISO configuration, to, afterward, be 

possible to calculate the RMG. For RMG calculus is applied the RMG model, developed by [KuCo07], 

in order to obtain the RMG for each user, according to the MIMO configuration chosen and the 

distance of each user to the BS. This RMG model is not developed for the conditions that will be 

simulated, although it can be considered a good approximation to obtain the RMG, and is detailed in 

Annex C. For this model was used the implementation developed by [Bati08]. Since in UL, were just 

available expressions for 2×2 and 4×4 MIMO configurations, only these options of MIMO 

configurations are considered in DL and UL, like in single user scenario. 

Regarding antennas power fed issues, two approaches can be foreseen. The first one assumes the 

same feeding power for all the antennas as for SISO, i.e., assuming, e.g., 40 dBm, all antennas would 

be fed with this power. The second approach, contrary to the first one, considers that the overall 

power available for the SISO system is split among the antennas, i.e., the additionally introduced 

antennas for the use of MIMO are fed with a portion of the power used for SISO, proportional to the 

number of antennas. These two approaches are available in the simulator.  

The fading margins, slow and fast, are both probabilistic distributions, Log-normal and Rayleigh, 

respectively, as shown at Table 4.1, different from the one considered in the single user model. These 

probabilistic margins give a more realistic approach to the model. The ones developed by [Bati08] and 

[Marq08] are considered. These fading margins calculations are made for both UL and DL. 

The considered reduction strategies are based on [Lope08] and [Salv08], but were adapted to LTE: 

• “Throughput Reduction”, the throughput of all users is reduced by a number of RBs defined in the 

LTE-DL/ LTE-UL settings window, according to the bandwidth; 

• “QoS Class Reduction”, all the users’ throughput of the same service is reduced by one RB, 

according to a list containing the services’ priorities; 

• “QoS One by One Reduction”, for a specific service, each users’ throughput is reduced one by one, 

one RB, according to a priority list. 

The same reduction strategies are used for both DL and UL. It is important to point out that the users 

making voice are only reduced when there are no users making data services. The 3 algorithms are 

detailed in Annex E. 

The reference services are used to define the BS coverage radius, since in a single user model, one 

throughput corresponds to a maximum distance, being calculated for two reference services, the first 

for the city centre and the second for all the remaining parts of the city. This approach was taken in 

order to obtain better coverage in areas with lower number of BSs, as explained in Annex H. 
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To emulate the load in the cell, was calculated an interference margin for each BS, and besides the 

orthogonal modulation is need to account for the interference of the other users. The interference 

margin calculation is for both DL and UL and is explained in detailed in Annex A. 

To consider the users that are in BS coverage area, a single user analysis is taken to calculate the cell 

radius, as mentioned before, and only these coverage users are considered in the DL and UL 

modules. The main difference in the path loss calculation between the single and multiple users 

scenarios is the interference margin considered in the multiple users scenario and the statistical fading 

margins contrary to single user scenario where the fading margins are statics. Due to the interference 

margin, path loss decreases, leading to a lower cell radius or throughput, depending on the analysis, 

when one compares the single user with the multiple users’ scenarios. Another parameter that has 

influence on the cell radius is the reference environment, since each one has a specific attenuation 

and fading margins, presented in Section 4.1. 

After all parameters are set, the radii for all considered services as well as the reference services 

radius are calculated. The minimum and maximum service throughputs can also be modified in the 

User Profile window for DL and UL, Figure G.6. The maximum throughput values are given by the 

system limitation due to bandwidths and MIMO configuration, and the minimum throughputs are 

limited by the minimum throughputs needed for each service. 

With the coverage area of each BS calculated and the user introduced in the simulator, Figure G.9, 

the simulator calculates the number of users inside the BS coverage area, covered users, performing 

also the calculation of the uncovered area. The information is saved in files that are going to be used 

in LTEDL_Stat and LTEUL_Stat modules: 

• “data.dat”, which contains information of which BS serves each user, the user distance, service 

requested, type of environment, and others; 

• “definitions.dat”, with the radio parameters considered in the simulation, minimum and maximum 

throughput for each service, QoS priority, and other simulations’ settings. 

According to the distance between each user and the BS, if a user is in the coverage area of more 

than one BS, which is usual in urban scenarios, it will be connected to the closest BS. Despite this 

approach not being the best one regarding capacity, taking that the user into account should be 

connected to the BS with more resources available, in this point of the simulator the network is not yet 

created so that information is not available. Next, the throughput associated to the user distance is 

calculated and also the number of RBs that the user needs, i.e., considering the path loss as 

calculated in Annex A and mapping the SNR onto the throughput regarding the expressions in Annex 

B, the RB throughput is calculated and, afterwards, also the number of RBs to satisfied the requested 

throughput of the user. For AMC, the RB throughput for the 3 modulations, QPSK, 16QAM and 64 

QAM, is calculated, according to the user SNR, being allocated to the user the modulation that gives a 

higher throughput. Since there is only available the expressions for one coding rate for each 

modulation, only an adaptive modulation is done in AMC. The same channels considered in single 

user model were considered in this multiple users one. 

There can be three different situations concerning the throughput offered to the user: 
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• the user is served with the requested throughput – the throughput associated to the distance is 

higher than the service’s throughput; 

• the user is served with the throughput associated to distance – this throughput is higher than the 

minimum service, but lower than the maximum one; 

• otherwise, the user is delayed. 

The procedure to calculate the user throughput is shown in Figure 3.2, being important to point out 

that the throughput calculation is done as a function of the RB throughput. The user requested 

throughput is obtained by multiplying services’ throughput by a random function with values between 0 

and 1. This randomness is a more realistic approach, since in several cases the throughput limitation 

is not imposed by the radio access network, but by server’s congestion. This approach was taken for 

both DL and UL.  

The analysis of the system’s capacity is carried out at the BS’s level, by summing the number of RB of 

all served users. Two possible cases can occur: 

• the sum is lower than the maximum allowed RB for the BS – all users are served without reduction; 

• if not, it is first applied a optimisation algorithm for the RB, where all RB that have a use lower than 

50% are not considered and, consequentially, user throughput is reduced, Figure 3.3. After that, if 

the sum is still higher than the maximum allowed RB for the BS one of the reduction strategies, 

shown in Annex E, is applied. 

The maximum allowed RB values considered for the BS are shown in Table B.2. The optimisation is 

detailed in Figure 3.4 for DL and UL. 

The cell radius calculation in the multiple user simulator is done differently from the single user 

simulator. The latter calculates the maximum cell radius using the method described in Section 3.1 

while in the former the cell radius is defined by the farther served user from the BS. It is important to 

notice that capacity also limits the cell radius, since when the reduction strategies are executed, the 

users farther away from the BS have a higher probability of be delayed, with the exceptions of Voice 

users that just are reduced after all data users have been delayed. Therefore, if the users farther away 

are delayed, the BS cell radius BS decreases.  

After the capacity analysis, several network parameters for each BS are calculated: 

• instantaneou erved throughp Rb BS: s s ut, 

Rb BS [Mbps]= ∑ Rb useri [Mbps] 
ேu BS
i=0                                                                                                     (3.4) 

where: 

• Nu BS is the total number of users in the BS; 

• Rb use  is the user instantaneou hroughput. r s t

Rb user [Mbps]=RBuserൈRb RB [Mbps]                                                                                         (3.5) 

where: 

• RBuser is the number of RB attributed to the user; 

• Rb RB is the RB instantaneous throughput. 
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Figure 3.2. LTE user’s throughput calculation algorithm. 

 
Figure 3.3. LTE optimisation of the RB of each user algorithm. 
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Figure 3.4. LTE algorithm to analyse the BS limitation. 

• normalised throughput, Rb N BS: 

RbN BS=
Rb BS [Mbps]

Rbmax BS [Mbps]
                                                                                                                        (3.6) 

where: 

• Rb max BS  is the maximum allowed throughput; 

• radius, rBS  ,:

r BS [km]=
∑ dmax useri [km]

3
i=1

3
                                                                                                                (3.7) 

where: 

• dmax user i is the distance to the BS of t her away user for sector i. he furt

• taneous throughput per user, Rb userതതതതതതതത: average instan

Rb user [Mbps]തതതതതതതതതതതതതതത=
∑ Rb user i [Mbps]

UBS
i=0

ேu BS
                                                                                                           (3.8) 

where: 

• Nu BS is the total number of served users. 

• satisfaction grade, SGBS: 

SGBS=
∑

Rb useri [Mbps]
Rb request useri [Mbps]

UBS
i=0

Nu BS
                                                                                                             (3.9) 
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where: 

• Rb request user is the user request throughput. 

• number of users for one modulation, U(QPSK/16QAM/64QAM): 

UሺQPSK/16QAM/64QAMሻ= ∑ useriሺ QPSK/16QAM/64QAMሻ
௎ೄ
௜ୀ଴                                                                         (3.10) 

where: 

• User(QPSK/16QAM/64QAM) is an user served by one of the modulation. 

• total throughput for one modulation, Rb(Q K/16QAM/64QAM): PS

Rb BS (QPSK/16QAM/64QAM) [Mbps]= ∑ Rb user i (QPSK/16QAM/64QAM) [Mbps]
௎ೄ
௜ୀ଴                                               (3.11) 

where: 

• user(QPSK/16QAM/64QAM) is an user served by one of the modulation. 

• total number of RBs, RBBS: 

RBBS= ∑ RB௨௦௘௥೔
௎ೄ
௜ୀ଴                                                                                                                       (3.12) 

• total BS affic tra sferred in one hour, T:  tr n

T [GB/h]= ∑ Nuhj ൈ Vuj [GB/h]
NS
j=0                                                                                                           (3.13) 

where: 

• Nuhj is the number of users per hour performing the service j in the BS, 

• Vuj is volume per user associated to service j in the BS; 

• NS is the number of data services. 

• erage data volume per user is calculated as follows: The av

VU [MB]തതതതതതതതത=
TBS [MB]

NUh BS
                                                                                                                              (3.14) 

where: 

• NuhBS is the number of users served in an hour in the BS; 

Additionally, the following parameters are also calculated: 

• number of delayed users, taking into account that the sum of served and delayed users 

corresponds to the total number of users covered, 

• percentage of satisfied and unsatisfied users, considering a satisfied user one being served with 

the request throughput. 

These parameters, except for the radius, are also presented in the services detailed analysis, where 

all parameters are considered only for the users performing each one of the services. This analysis is 

then performed for all BSs in the network, and the average of each of the parameters is calculated for 

the network, taking the number of users of each service into account. The outputs for these results are 

shown in Annex G. 

For the network analysis, the most rel  parameters for the instantaneous analysis are: evant

• e age ratio of served users, SU NTതതതതതതത: the av r

SU NTതതതതതതത=
∑ US

BSactive
i=0

ேu NT
                                                                                                                           (3.15) 

where: 

• BSactive is the number of BSs actives; 

45 



 

• Nu NT is the total number of u n the network. sers i

• g  network satisfaction grade, SGNTതതതതതതത: avera e

SGNTതതതതതതത=
∑ SGBS i

BSactive
i=0

BSactive
                                                                                                                (3.16)       

• average network radius, rNTതതതത: 

rNTതതതത[km]=
∑ rBS i [km]

BSactive
i=0

BSactive
                                                                                                       (3.17)             

• ge network throughput, Rb NTതതതതതതത: avera

Rb NTതതതതതതത
[Mbps]=

∑ Rb BS i [Mbps]
BSactive
i=0

BSactive
                                                                                               (3.18)          

• ge network number RBs, RB NTതതതതതതതത: avera

RB NTതതതതതതതത=
∑ RBBS i

BSactive
i=0

BSactive
                                                                                   (3.19)                                    

• er of users for one modulation, ሺܷொ௉ௌ௄/ଵ଺ொ஺ெ/଺ସொ஺ெሻ ே்തതതതതതതതതതതതതതതതതതതതതതതതതതതതത: average network numb

ሺܷொ௉ௌ௄/ଵ଺ொ஺ெ/଺ସொ஺ெሻ ே்തതതതതതതതതതതതതതതതതതതതതതതതതതതതത=
∑ U(QPSK/16QAM/64QAM) i 

BSactive
i=0

BSactive
                                (3.20)                                          

• r one modulation, Rb BS (QPSK/16QAM/64QAM) NTതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതത: average network throughput fo

Rb BS (QPSK/16QAM/64QAM) NT [Mbps]തതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതത= 
∑ Rb user i (QPSK/16QAM/64QAM) [Mbps]

BSactive
i=0

BSactive
                                             (3.21) 

After the instantaneous analysis, the results are extrapolated for the busy hour analysis, also 

presented at Annex G. The parameters studied in this analysis are: 

• total netwo  traffic per hour, TNT: rk

TNT [GB/h] = ∑ Ti [GB/h]
BSactive
i=0                                                                                                             (3.22) 

• total number of served users per hour, NU h NT: 

NUh  NT= ∑ NU h BS
BSactive
i=0                                                                                                                 (3.23) 

This analysis is detailed in [Lope08] and [Salv08]. The only modification introduced was a new type of 

service analyses, Voice service. 

3.2.3 Input and Output Files 

To run the simulator, it is necessary to insert the following files in the UMTS_Simul application: 

• “Ant65deg.TAB”, with the BS’s antenna gain for all directions; 

• “DADOS_Lisboa.TAB”, with information regarding the city of Lisbon and all of its districts; 

• “ZONAS_Lisboa.TAB”, with the area characterisation, as streets, gardens, and others; 

• “users.txt”, containing the users in the network, being the output of SIM module; 

• “BSs_Lisbon_map.TAB”, with the information of the location of the BSs in the network. 

The UMTS_Simul module creates 2 files used by the DL and UL modules to perform the simulations: 

• “data.dat”, a list with all users’ coordinates and BSs in the network, as well as the distance between 

them. For each user, additional information, such as the user scenario and requested service, is 

also present; 
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• “definitions.dat”, with the radio parameters considered, minimum and maximum throughputs for 

each service, QoS service’s priorities, and other simulations settings. 

Based on these files, the LTE DL and UL modules execute the network analysis and produce several 

output files, two of each are used by the UMTS_Simul to present the results in Map Info: 

• “stats.out”, which includes all results for the instantaneous analysis, both for the network analysis 

and the statistics by service; 

• “stats_per_hour.out”, containing the results for the busy hour analysis. 

3.3 Simulator Assessment and Number of Users 

Before running simulations and analysing the simulator results, it is necessary to validate the 

simulator, obtain the number of simulations that are necessary and number of users to use in the 

different scenarios.  

In what concerns the simulator validation, all steps responsible for carrying out calculations were 

validated using several tools. The propagation model and link budget applied were confirmed 

performing several calculations using Matlab and Excel, to enssure that results are correct and 

according to the theoretical model. Regarding the users’ insertion in the network, some validations 

were also performed. It must be enssured that each user is only connected to one BS and for this 

purpose an output file was created containing the user’s information considering the BSs to which the 

user is connected. Even though the user may be in the coverage area of several BSs, the simulator 

only considers the nearest BS to the user. The three reduction strategies were analysed through a 

controlled scenario, i.e., using a simulation with approximately 500 users and 3 BSs, and for which 

one every variable and calculation step has been carefully monitored, by several simulations, making 

use of the debug and observation point in the simulator code, concluding that everything is working 

accordingly to the respective algorithms. This procedure was also done to ensure that the necessary 

RBs are correctly attributed to each user. After the simulation, all output results were validated, such 

as, averages, relative mean errors and standard deviations were inspected using (3.24), (3.25) and 

. 6), respectively. This procedure was carried out for the BS analysis as well as for the network one. (3 2

zത= ∑ zi
n
i=1
Nz

                                                                                                                                              (3.24) 

where: 

• zi: sample i; 

• Nz: number of samples. 

eത= ቚzr-zi
zr

ቚ                                                                                                                                              (3.25) 

where: 

• zr: reference 

ߪ ൌ ට ଵ
ே೥

value. 

∑ ሺݖ௜ െ ҧሻଶே೥ݖ
௜ୀଵ                                                                                                                         (3.26) 
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Users’ geographical positions, in addition to the requested throughputs and fading margin, are random 

variables; hence, several simulations must be taken to assure result validation. The default number of 

users considered per simulation is approximately 1600 – this result is justified later on. Considering 

this value, 30 simulations were performed, with an average simulation duration of 30 minutes.  

The parameters considered in this analysis are ratio of served users, average instantaneous 

throughput per user, average network radius and effective number of users. 

The number of simulations is estimated based on the results presented in Figure 3.5 and Figure 3.6. 

In Figure 3.7, it is possible to examine the ratio of the standard deviation over the average value for 

each one of the analysed parameters. From Figure 3.7 one can observe that, for each parameter 

considered, there is almost no variation in the average, and the standard deviation presents smooth 

variations. One can further notice that all values are below 0.05, meaning that there is a small 

variation among simulations; hence, increasing the number of simulations would have a minimal 

impact on results. 

 
(a) Radius. (b) Throughput. 
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Figure 3.5. Evolution of the average network radius and average instantaneous throughput per user 

for 30 simulations. 

 
(a) Served Users. (b) Number of Users. 

0,30

0,32

0,34

0,36

0,38

0,40

5 10 15 20 25 30

R
at

io
 o

f s
er

ve
d 

us
er

s

Number of simulations

1340
1360
1380
1400
1420
1440
1460

5 10 15 20 25 30

Ef
fe

ct
iv

e 
nu

m
be

r o
f 

us
er

s

Number of simulations

Figure 3.6. Evolution of the ratio of served users and effective number of user for 30 simulations. 

Considering the average simulation duration of around 30 minutes, and that when one increases the 

number of simulations there is no significant decrease of the standard deviation, one has concluded 

that 10 is the most suitable number of simulations – it allows a good accuracy, and at the same time, it 

does not require many hours of simulations. These results were obtained for DL simulations. Although 

DL and UL are different techniques with specific features, the simulator is essentially the same, and 
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so, the same number of simulations was used for UL. For this analysis, DL was chosen, since it is the 

link in which services are more demanding and have more coverage area. 

 
Figure 3.7. Standard deviation over average ratio for 30 simulations. 
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As expected, with the increases of the number of users, the parameters that evaluate network quality, 

as the percentage of served users, and the average instantaneous throughput, decrease. The number 

of covered users increase with the number of users is also expected. By analysing the evolution of the 

key parameters to evaluate network’s performance shown in Table 3.1, the number of users 

considered for the default scenario throughout this thesis is 1600. It is a choice based on the evolution 

of all parameters shown on Table 3.1 and taking the coverage area into account, for both DL and UL, 

and the analysis that was performed. 

Table 3.1. Evaluation of the number of users considering several parameters. 

Parameters 

Approximate number of users 
800 1200 1600 2000 

Average Std. 
dev. Average Std. 

dev. Average Std. 
dev. Average Std. 

dev. 
Average Network 

Radius [km] 0.18 0.01 0.19 0.01 0.20 0.01 0.22 <0.01 

Average Ratio of 
Served Users 0.54 0.03 0.44 0.02 0.36 0.02 0.32 0.02 

Average Effective 
Number of Users 717 19 1056 16 1409 28 1762 29 

Average Instant. 
Throughput/ 
user [Mbps] 

2.03 0.07 2.01 0.06 1.98 0.07 1.98 0.07 

To determine the number of users to use in the default scenario several simulations were performed to 

analyse the impact of the variation of the number of users on the parameters under analyses, Table 

3.1. 

For the same reason as the one used for the analysis of the number of simulations, the analysis of the 

number of users was performed for DL. To perform a fair comparison between DL and UL, the same 

number of users is used in both links, to ensure that the result’s variation is only due to the link. 

Nevertheless, it is important to emphasise that the services' throughput is limited by the type of system 
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used. Also it is important to notice that due to the lap of coverage, as shown in Annex H, and the 

randomness of the users, the percentage of the services in the coverage area is always different and 

consequently, also, the throughput that is offered to the network. 



Chapter 4 

Results Analysis 
4 Results Analysis 

This chapter contains the description of the used scenarios and the analysis of results. First, the 

simulation scenarios are presented, followed by the presentation of simulation results considering 

several parameters, such as bandwidth, frequency band, MIMO configuration and type of antenna 

power fed, alternative profiles, and number of users. A comparison between DL and UL is performed 

regarding each parameter. 
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4.1 Scenarios Description 

Throughout this thesis, two scenarios are considered, single and multiple users. In the single user 

scenario there is only one user in the cell the maximum cell radius being calculated for a given 

throughput, taking that all the resources are dedicated to that user. For the multiple users scenario, 

users are uniformly distributed along the coverage area performing different services with different 

associated throughputs. 

For both scenarios four types of environments were considered. The pedestrian environment stands 

for a user at the street level with low attenuation margins; the vehicular one stands for users 

performing services moving at high speed, where a large value for the slow fading, MSF, and lower 

value for the fast fading, MFF, margins are considered; the indoor environment characterises users 

performing services inside buildings. There are two kinds of indoor environment, the low and high 

losses ones, where the latter is used for users in deep indoor locations with higher penetration 

attenuation, Lint. The percentages taken for the environments into account are in Table 4.1. Indoor 

environments represent the largest part of the overall percentage as it is, at present, the most 

common environment for users performing data services. Table 4.1 also shows the attenuation 

margins associated to each type of environment.  

Table 4.1. Slow and fast fading, penetration margin and percentage values (based on [Lope08]). 

 
Environment 

Pedestrian Vehicular Indoor Low Loss Indoor High Loss
Percentage [%] (Multiple user) 10 10 50 30 

MSF (Single User) [dB] 4.5 7.5 7.0 7.0 

MSF (Multiple User) [dB] 
Log-Normal Distribution 

σ=4 σ=7 σ=4 σ=4 
MFF (Single User) [dB] 1 0.3 1 1 

MFF (Multiple User) [dB] 
Rayleigh Distribution 

σ=4 σ=3 σ=4 σ=4 
Lint (900 MHz Band) [dB] 

0 
3.65 3.65 6.3 

Lint [dB] 11 11 21 

The percentages that are considered, in DL and UL, to obtain the application throughput from the 

physical one are listed at Table 4.2 . The overhead pilot assisted channel estimation is approximately 

6% for single transmission. For dual antenna transmission the overhead, is approximately doubled to 

11% [MNKF07]. 

The parameters used for link budget estimation for both scenarios, and the default values considered, 

are listed in Table 4.3. For the single user scenario, the interference margin and the reduction strategy 

are not considered. The BS antenna gain is 17 dBi, with a horizontal 65o half power beam width 
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[CoLa06]. In the single user scenario, the maximum BS antenna gain used. For the 900 MHz band, it 

was necessary, for the bandwidths of 10 MHz and 15 MHz, to make use of the extension bandwidth, 

i.e., [880;890] MHz in UL and [925;935] MHz in DL. For the 10 MHz bandwidth, this solution enables 

to cut the 900 MHz band in three different slices, and the 15 MHz in two. 

Table 4.2. System BW efficiency for LTE DL and UL (based on [MNKF07]). 

 DL UL 

BW efficiency 0.9 

Cyclic Prefix 0.93 

Pilot Overhead 0.94 ---- 

Dedicated & Common 
Control Channels 0.715 0.9 

Table 4.3. Default values used in DL and UL of LTE link budget (based on [HoTo07]). 

Parameter DL UL 
BS DL Transmission Power [dBm] 40 ----- 
MT UL Transmission Power [dBm] ----- 24 

Frequency (Single User) [MHz] 2110 1920 

Frequency (Multiple Users) [MHz] 2145 1955 

Modulation (Single User) 16 QAM 

MIMO Configuration 2×2 

Bandwidth [MHz] 10 

MT Antenna Gain [dBi] 0 

Maximum BS Antenna Gain [dBi] 17 

User Losses [dB] 1 

Cable losses between emitter and antenna [dB] 3 

Noise Figure [dB] 7 3 

Diversity Gain [dB] 2 ----- 

Interference Margin [dB] 3 2 

Masthead Amplifier Gain [dB] ----- 3 

Antennas Feeding Power Dedicated 

Reduction Strategy QoS Class Reduction 

Environment (Single User) Pedestrian 

Reference Service 1 [Mbps] 7.7 5 

Reference Service 2 [Mbps] 4 1.4 

The maximum and minimum throughput values for the services considered in the default multiple 

users scenario in UL and DL, as well as the QoS priority list, are presented in Table 4.4. Since LTE is 

an improvement of UMTS, the throughputs presented, with exception for Voice, were increased 

regarding the services throughput used as a reference in [Lope08] and [Salv08], since the market 

trend is the increase of throughputs. The LTE, DL and UL, traffic models characteristics’ detailed by 
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service are presented in Table 4.5. 

Table 4.4. Maximum and minimum throughput for the default scenario. 

 Maximum Throughput 
[Mbps] 

Minimum Throughput 
[Mbps] QoS 

Service DL UL DL UL 
Voice 0.064 0.064 0.032 0.032 1 
Web 7.2 3.6 1.024 1.024 2 
P2P 3.6 3.6 1.024 0.384 7 

Streaming 3.6 0.512 1.024 0.512 3 
Chat 0.384 0.384 0.064 0.064 6 

E-mail 3.6 3.6 1.024 1.024 4 
FTP 21.5 3.6 1.024 1.024 5 

Table 4.5. LTE DL and UL traffic models (based on [Lope08] and [Salv08]). 

Service  DL UL 

Voice 
Average call duration [s] 120 

Average number of call per user 0.825 

Web 

Average page size [OPTW06] [kB] 300 20 
Average reading time [Seba07] [s] 40 

Average number of pages per session 10 

FTP 
Average file size [SBER03] [MB] 10 2 

Average number of files per session 1 

P2P 
Average file size [MB] 12.5 

Average session initiation time [s] 30 

Chat 
Average MSN message size [CSEE06] [bytes] 50 

Average number of received messages during one 
session 25 

E-mail 
Average file size [Seba07] [kB] 100 

Average number of e-mails per session [Seba07] 1 

Streaming 

Average video duration [VNUN07] [s] 150 

Average video size [MB] 9.6 0.02 

Average number of videos per session [COMS07] 3 3 

4.2 Single User Radius Model Analysis 

In this section, the analysis for the DL an UL single user results is presented.  

4.2.1 DL Evaluation 

For all the cell radius results presented in this subsection, the single user model described in Section 
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3.1 was used, namely using (3.2). The cell radii presented in this section were all calculated for the 

maximum throughput that is possible to obtain in the different scenarios, i.e., the maximum distance in 

which is possible to obtain the maximum throughput in a 2×2 MIMO configuration. Figure 4.1 presents 

the DL cell radii as a function of the bandwidth in a pedestrian environment for the three modulation 

and the other network parameters as in Table 4.3. 

It is possible to observe that while the bandwidth increases, the radius decreases, due to the fact that 

with the increase of the bandwidth the total noise power, given by (A.8), increases and consequently 

the SNR, (A.13), decreases, leading to lower radius, as it can be observed through the (3.2). In a 

single user scenario, all RBs are allocated to the user to obtain the maximum throughput, so with the 

increasing of the bandwidth the available RBs also increase, Table B.2, together with the maximum 

throughput. The 1.4 MHz bandwidth allows an average increase of 24, 33, 40, 48, 54% compared to 

the 3, 5, 10, 15 and 20 MHz bandwidths, respectively and an average throughput decrease of 60, 75, 

88, 90 and 94%, respectively. 

 
Figure 4.1. DL cell radius for pedestrian environment, considering bandwidth and modulation. 

Furthermore, from Figure 4.1 it can be noticed that the modulation in which the radius is higher is 

QPSK, as expected, since, of the three, it is the most robust one, and at the same time the modulation 

that allows the lowest throughputs, Table B.5. On the other hand, 64QAM is the modulation that allows 

higher throughputs, therefore for the maximum throughput it has a smaller radius, since the higher the 

throughput the higher is the SNR required, as it can be observed through Annex B expressions. For 

QPSK there is a gain of approximately 162% in the radius, by using it instead of 64QAM, and 40%, 

instead of 16QAM. Concerning throughputs, with QPSK the maximum throughput possible to achieve 

is 200% and 550% lower than with 16QAM and 64QAM, respectevely. 

In Figure 4.2, one shows the variation of the cell radius as a function of the bandwidth for the four 

considered environments. As in Figure 4.1, it is possible to observe that the cell radius decreases with 

the increase of the bandwidth. 

Considering the different environments, one can observe that the pedestrian one presents a higher 

cell radius, compared to the others. The pedestrian environment allows an average increase of 122, 

150 and 300% compared to the indoor low loss, vehicular and indoor high loss ones. In Table 4.1, one 

can observe that the pedestrian environment has lower attenuation margins, which leads to higher cell 

radius, since the sum of the three margins is considered in the path loss, (A.10) and (A.11). This 
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explains the similarity of the results for the vehicular and the indoor low loss environments, even 

though these environments have different characteristics. 

 
Figure 4.2. DL cell radius for 16 QAM, considering bandwidth and environment. 
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The frequency band is another parameter that has a high impact in the cell radius. Figure 4.3 shows 

the cell radius variation, considering a pedestrian environment and 16 QAM. 

 
Figure 4.3. LTE DL cell radius for 16 QAM and pedestrian environment, considering bandwidth and 

frequency band. 
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Since the propagation model, COST 231 Walfisch-Ikegami, is a function of frequency among others, 

by increasing the frequency band of the system, the cell radius decreases, as it can be observed in 

Figure 4.3. Since the 900 MHz band is the lowest one, it has the highest cell radius, with a gain of 

150% and 170% over the 2100 MHz and 2600 MHz bands, respectively. As the penetration margins 

changes with frequency, as Table 4.1 shows, for the other environments, where the penetration 

margin must be taken into account, the difference between the 900 MHz band radius and the other 

two bands is higher than in pedestrian environment. 

In Annex I, one shows the tables with the main results regarding the single user analysis. Although 

4×4 MIMO is implemented in the simulator, an analysis of the results is not done since in a maximum 

throughput analysis, the increasing of the MIMO configuration will lead to radius equal as the 2×2 

MIMO ones but with the higher throughputs. If an analysis to 14.4 Mbps of throughput was done, will 

show that the radius to 4×4 MIMO is higher than 2×2 MIMO one. 

Looking into all the results presented in this analysis, that the radius for high throughputs are very low. 

For instance, for 64QAM, where the highest throughputs are achieved, just in the 3MHz bandwidth is 
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possible to have maximum throughput higher than 14.4 Mbps, the radius, for pedestrian environment, 

is 0.26 km. If an indoor low losses environment was considered, a high probability one in a urban 

scenario, the radius decrease to 0.12 km, which is very low, mainly in low traffic areas where is very 

important to have large cells since there is no capacity problems. One of the factors for the radius 

decreasing is the bandwidth increasing, which also increases the BS capacity, but the decreasing of 

the radius is lower than the capacity increasing. So there is a compromise between the capacity, 

bandwidth, and the coverage, cell radius. The two indoor environments considered, which are the 

ones with more percentage in a urban scenario, considering 16QAM, have radius lower than 0.15 km 

when throughputs higher than 14.4 Mbps must be achieved, so in low traffic areas, where the BS 

density is lower, in order to guarantee this throughputs the number of BS it must be increased in this 

area, since QPSK have higher radius but does not allow 14.4 Mbps. If a pedestrian environment is 

considered the radius increases significantly, but the percentage of users in a pedestrian environment 

in an urban scenario is much lower than in indoor one. When 900 MHz frequency band is analysed it 

becomes clearly the frequency influence in the radius, since is the variation analysed that has the 

highest impact in the radius, increasing it in such way that the coverage problems that are in the 2100 

MHz band will be very few. On the other hand, the 2600 MHz band increases the coverage problems 

since there is a decrease in the radius, not as significant as the increase in the 900 MHz band.  

4.2.2 UL Evaluation 

As in DL, for all the cell radius results presented in this subsection, the single user model described in 

Section 3.1 was used and the cell radii presented were all calculated for the maximum throughput, 

Table B.6. Also with this UL analysis, a comparison with LTE DL results is performed. 

Figure 4.4 presents the UL cell radii as a function of the bandwidth in a pedestrian environment 

considering the three modulations. As it can be noticed, cell radius, with increasing the bandwidth, 

presents the same behaviour as in DL, but the radius values are lower, mainly due to the MT power 

limitations. In UL, the transmission power is lower, which increased the path loss, and consequently 

decreases the radius. The UL radius cell values are, on average, 65% lower, when compared with the 

DL ones. Regarding the modulation variation, the behaviour is the same as in DL, where the QPSK, 

due to its robustness, is the modulation that has the higher radius, but the maximum throughputs 

achieved are the lowest among the three modulations. There is an average gain of approximately 

150% in the radius, by using QPSK instead of 64QAM, and 60%, instead of 16QAM. Concerning 

throughputs, with QPSK the maximum throughput possible is 336% and 636% lower than with 16QAM 

and 64QAM. 

From Figure 4.5, it can be noticed that, like in DL, the pedestrian environment is the one that allows a 

higher cell radius, while the indoor high losses is the one with the shortest range for the same reason 

that is pointed out in DL. The pedestrian environment has a radius 130, 200 and 320% higher, on 

average, compared with indoor low loss, vehicular and indoor high loss respectively. 

The frequency band has the same impact in both UL and DL, since the propagation model is the same 

in DL and UL, so, an analysis of the frequency band impact on UL is not performed, being the results 
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presented in Annex I. Annex I, also shows the tables with the main results regarding the single user 

analysis for UL. 

 
Figure 4.4. UL cell radius for pedestrian environment, considering bandwidth and modulation. 

 
Figure 4.5. UL cell radius for 16 QAM, considering bandwidth and environment. 

Considering all the results obtained in this analysis, on that stands out is the lower radius values than 

in DL, and since the two links are deployed together, UL is the link that will limited the system in 

coverage issues. For indoor scenarios the radius are lowers than 0.1 km for the maximum throughput 

in all the bandwidths, and considering the 5.8 Mbps, when is possible to achieve, the radius are also 

lower than 0.1 km for indoor and vehicular scenarios being the difference between these two radius 

higher as the bandwidth increases. With these radius values the number of BS has to be increased, 

not only, in low traffic areas, as concluded also in DL analysis, but probably also in high traffic areas. A 

lower frequency band can resolve the coverage issue in high traffic areas, and also decrease the 

number of BS that must has to be introduced in the network, in order to guarantee a 5.8 Mbps in low 

traffic areas. With the use of a more robust modulation, QPSK, the radius values increase but 

throughput decreases, just being possible to guarantee the 5.8 Mbps with the 15 MHz bandwidth or 

higher.  

0,05

0,10

0,15

0,20

0,25

0,30

0,35

0 2 4 6 8 10 12 14 16 18 2

R
ad

iu
s 

[k
m

]

Bandwidth  [MHz]
0

QPSK 16QAM 64QAM

0,00

0,05

0,10

0,15

0,20

0,25

0 2 4 6 8 10 12 14 16 18 20

R
ad

iu
s 

[k
m

]

Bandwidth [MHz]

Pedestrian Vehicular
Indoor LL Indoor HL



 

4.3 DL Analysis in a Multiple Users Scenario 

In this section, DL results in a multiple users scenario are analysed. First, the results of the default 

scenario in Section 4.1 are examined. Secondly, simulation results considering system parameter 

variation, as well as different scenarios, are studied. 

4.3.1 Default Scenario 

All the results presented in this section were obtained using the multiple users simulator, introduced in 

Section 3.2, with the objective of giving a more specific insight of a LTE network impact on capacity 

and coverage. All the results presented take only the coverage users into account. 

Considering all served users in all simulations, Figure 4.6 presents the instantaneous user throughput 

as a function of the SNR and user modulation, in order to observe the AMC with further detail. 
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Figure 4.6. DL instantaneous user throughput for all users variation with SNR and distinguishing the 

modulation of each user. 

For lower SNR values, users are served with QPSK, which is a more robust modulation and 

consequently the RB throughput values are lower than with 16QAM and 64QAM, which are 

modulations with lower robustness. The same happens for 16QAM and 64QAM, for middle values of 

SNR, where 16QAM has a better performance. For the higher values of SNR a robust modulation it is 

not necessary, so 64QAM has a better throughput performance than QPSK and 16QAM, since it is the 

one that has more symbols per bit. It is important to notice that despite QPSK having fewer symbols 

per bit than 16QAM, the instantaneous throughputs of the users are similar, since there is not any 

restriction for the number of RBs per user, besides the capacity of the BS where the user is 

connected. If the capacity of the BS is exceeded, the number of RBs decreases according to the 

reduction strategy chosen. So, by instance, the only difference between QPSK and 16QAM users that 

are served with the same throughput is with the number of RBs that each user needs, where QPSK 

users need more RBs. In order to observe the transition between modulations, Figure 4.7 has a zoom 

of Figure 4.6 in the transitions zones. It can be observed that, as expected, the transitions are not 
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abrupt due to the two channels taken into account, the vehicular and the pedestrian one. These two 

channels have different expressions for the throughput as a function of the SNR, and consequently the 

transition happens in different values of SNR. 

 
(a) SNR between 1 and 3 dB. (b) SNR between 13 and 16 dB. 
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Figure 4.7. Figure 4.6 in detail for some SNR values. 

To better understand the distribution of users by the three modulations, and throughput contribution of 

each one for the network, Figure 4.8 shows the average number of users by modulation and the 

average network throughput. As expected, 16QAM has the highest number of users per BS, since this 

modulation has a higher density of users and large range of SNR values, which will leads to the 

modulation with the highest network throughput. QPSK has a low number of users, due to the high 

references throughputs, which defines the BS coverage and consequently reduces the number of 

users with a low SNR, since low SNRs are more related with large distances. Concerning the average 

network throughput, from Figure 4.8 it can be noticed that, as expected, QPSK is the modulation that 

has less number of users, hence it has the lower average network throughput. 16QAM has more 50% 

and 30% of users than QPSK and 64QAM, as well as, a 60% and 30% higher average network 

throughput, comparing with QPSK and 64QAM. 

 
(a) Average Number of Users. (b) Average Network Throughput. 
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Figure 4.8. DL average number of users and throughput by modulation, for the default scenario. 

An analysis per services is done in Figure 4.9, where the average network throughput and average 

satisfaction grade are presented for each service. Concerning the average network throughput, the 

services that have highest maximum throughputs are the ones that have highest average network 

60 



 

throughputs. The exception happens for Voice and Chat services, since, Chat has an average 

throughput lower than Voice, and users performing Voice are never reduced, if possible, contrary to 

what happens for data services. Moreover, note that the high standard deviation values in Email and 

FTP services are explained by the fact that these services have a low percentage of users, 

approximately 1%, having a low statistical relevance.  

 
(a) Average Network Throughput. (b) Average Satisfaction Grade. 
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Figure 4.9. DL Throughput and Satisfaction Grade by services, for the default scenario. 

In the average satisfaction grade analysis, it was decided not to analyse Voice since these users are 

only reduced when there is no data traffic in the BS, and have a higher satisfaction grade. In the 

satisfaction grades concerning data traffic, it can be noticed that Chat has the highest value, above 1. 

This fact can be explained by the RB throughput and the lower requested throughput of this service, 

since one RB can only be used by one user and if the requested throughput of the user is below the 

capacity of the RB, it is given to the user a higher throughput than the one requested, so the 

satisfaction grade is above 1. The same happens with Voice, but as the Voice requested throughput is 

lower than on Chat, the satisfaction grade it is higher, with an average of approximately 9, i.e., the 

served throughput is 9 times higher than the requested throughput. With this high satisfaction grade 

value it can be concluded that, mainly, Voice waste network resources, since it is given to Voice users 

a throughput 9 times higher than the one needed for the service. So Voice users does not profit with 

the improvements brought by LTE due to the low demanding of the service. 

In order to analyse one of the improvements brought by LTE, more precisely by OFDMA, an RBs 

analysis is fundamental, Figure 4.10. As expected, the RBs behaviour is equal to the average network 

throughput, since these analyses are very similar. It is interesting to point out that Voice and Chat 

have an average number of RBs lower than the others due to the lower requested throughputs, as 

explained previously. 

In Figure 4.11, one represents the percentages of offered and served traffic. It is possible to observe 

that there is a difference in the referred percentages as the network cannot serve all users. Figure 

4.11 (b) shows the percentage of the 7 considered services, according to the final number of users 

effectively served by the network, while in Figure 4.11 (a) one shows the offered service percentages. 

The most significant difference is for Voice that has the highest QoS priority and is never reduced. On 

the other hand, P2P percentage of served users decreases, given the lowest QoS priority. Although 

Email and FTP have the same offered traffic percentage, due to the low requested throughput of Email 
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compared to FTP, Email users have more probability to be delayed from FTP ones, so the probability 

of the served Email traffic is lower than FTP one. 
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Figure 4.10. DL average number of RBs detailed for services for the default scenario. 

 
(a) Average Offered Traffic. (b) Average Served Traffic. 
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Figure 4.11. DL percentage of traffic. 

Concerning the overall parameters, an average network throughput of 6.78 Mbps, a satisfaction grade 

of 1.8 and an average number of RB of 29.2 is obtained. In the analysis for the busy hour, the average 

network traffic of 119 GB/h is obtained. Regarding the number of users per hour, 49000 users can be 

served. The uncovered area for this scenario is 20.7% and has in average 191 uncovered users 

against an average of 1465 covered users, of which 37% are served. The average network radius is 

0.21 km.  

4.3.2 Bandwidth 

In this subsection, the effect of using different bandwidths is presented. The analysis for the 1.4 MHz 

bandwidth was not done, since maximum throughput possible in this bandwidth is lower than the 

reference one. 

With the increase of the bandwidth, the number of RBs also increases (the number of RB for each 

bandwidth is show in Table B.2), and, consequently the capacity of the network increases. 

From Figure 4.12 (a) it is possible to observe the increase of the average number of RBs used with 

the increase of bandwidth, as expected. As the capacity of the network increases, more users can be 
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served, Figure 4.12 (b). Although the theoretical decrease of RBs for the 3 and 5 MHz are 70% and 

50% compared to 10 MHz (the default scenario), the decrease observed is 60% and 38%, which can 

be explained by the fact that some BSs, out of the high traffic area, do not have enough users for the 

BS maximum capacity to be achieved, meaning that just some BSs benefit with the increase of the 

RBs. For 15 and 20 MHz bandwidths the theoretical increases of RBs in the network compared with 

the default bandwidth are 50% and 100% and the observed increase in Figure 4.12 (a) is 24% and 

37%, respectively. The reason is the same that for the 3 and 5MHz bandwidths: the BSs in high traffic 

areas benefit with the capacity increase since the others do not have traffic enough to use all the BS 

capacity. Also from Figure 4.12 (a), is observed that the slope is decreasing with the bandwidth 

increasing, i.e., the network will profit less and less with the increasing of the RBs. This can be 

explained by the BSs outside the high traffic area that does not have enough users to benefit from all 

the increasing of RBs by the bandwidth. So in the 15, but mainly in the 20 MHz bandwidth, it can be 

occur some waste of capacity by the BSs in the low traffic areas. 

  
(a) Average Number of RBs. (b) Average Served Users Ratio. 
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Figure 4.12. DL Number of RBs and Served Users Ratio for the bandwidths of  

3, 5, 10, 15 and 20 MHz. 

The served users have a decrease of 30% and 15% for the 3 and 5 MHz bandwidths, compared with 

the default bandwidth, and 15 and 20 MHz have an increase of 17% and 24%, as expected since 

there is an increase of capacity with the bandwidth. 

The average satisfaction grade is presented in Figure 4.3 (a), where it increases with bandwidth, as 

expected, since if the network has more capacity users do not have to be reduced, or do not have to 

be reduced as much, and their satisfaction grade increases. The use of 3 and 5 MHz instead 10 MHz 

leads to a decrease of 19% and 9%, respectively, of the satisfaction grade and the use of 15 and 20 

MHz leads to an increase of 13% and 40%. From 15 to 20 MHz the increasing is more stressed, since 

for this bandwidth, 20 MHz, there are more network resources and similar number of users to be 

served, once the radius is practically constant, Figure J.2, so the users are less reduced. 

The average network throughput has a decrease of 45.5% and 30% compared to the 10 MHz 

bandwidth for 3 and 5 MHz and an increase of 22% and 39% for 15 and 20 MHz, respectively. As 

expected the behaviour is equal form the average number of RBs once they are interconnect, as 

explained in Section 3.2. 
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(a) Average Satisfaction Grade. (b) Average Network Throughput. 
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Figure 4.13. DL Satisfaction Grade and Network Throughput for the bandwidths of 

 3, 5, 10, 15 and 20 MHz. 

The use of 15 and 20 MHz allows an increase of 14% and 33% for the total network traffic and 27.3% 

and 56.4% for the total number of users served per hour compared to the default case, while the use 

of 3 and 10 MHz reduces the network traffic by 52% and 31% and the number of users served per 

hour by 43% and 11%, respectively, Figure J.1. From Figure J.2 it is observed that the radius does not 

have a high variation with the bandwidth, with values 7% and 5% lower in 3 and 5 MHz compared to 

10 MHz and 3% and 4% higher for 15 and 20 MHz. 

4.3.3 Frequency Band 

As seen in the results for the single user model in Subsection 4.2.1, the frequency band has a major 

influence in path loss. In this subsection, the frequency band influence regarding several parameters 

is evaluated. The reduction of the frequency band to the 900 MHz band leads to an increase of the 

average network radius. This increase is due, as explained in Subsection 4.2.1, to the propagation 

model, COST 231 Walfisch-Ikegami, which depends on frequency. There is also the fact that in the 

900 MHz band the penetration margins are lower, as shown in Table 4.1, so indoor users and 

vehicular ones, which correspond to 90% of the total, have lower penetration margins, besides the 

gain in the propagation model. From Figure 4.14 (b), one can observe that in the 900 MHz band the 

radius has an increase of 50% over 2100 MHz ones. When the frequency band rises to 2600 MHz the 

average network radius decreases as expected, but in this case just due to the propagation model, 

since the penetration margins are equal for the two frequency bands, 2600 and 2100 MHz. In this 

case the network radius has a decrease of 17%. 

As expected the served users ratio, Figure 4.14 (a), for 900 MHz, rises up since it is possible to serve 

users with higher order modulation, i.e., 64QAM, once the SNR of the users increases with the lower 

frequency and penetration margins. It is possible to serve more users with 64QAM, Figure J.3, so less 

RB are necessary for each user, and consequently more users can be served. By this fact that served 

users decrease in 2600 MHz compared to 2100 MHz (a decrease of 7% against the increase of 62.5% 

in 900 MHz). As the capacity of the system rises, it is possible to serve more users with higher 

modulation order, increasing the users satisfaction grade by 40%, as shown in Figure 4.15 (b), for 900 
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MHz compared to 2100 MHz. There is also an increase of 17% in 2600 MHz satisfaction grade, 

contrary to what was expected, since, as the uncovered area rises, the number of users is lower than 

in the 2100 MHz, and consequently the users have a greater satisfaction grade, since the radius for 

the two bands are very similar, contrary to what happens in 900 MHz. 

  
(a) Average Served Users Ratio. (b) Average Network Radius. 
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Figure 4.14. DL Served Users Ratio and Network Radius for the frequency bands of 

900, 2100 and 2600 MHz. 

  
(a) Average Network Throughput. (b) Average Satisfaction Grade. 
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Figure 4.15. DL Network Throughput and Satisfaction Grade for the frequency bands of 

900, 2100 and 2600 MHz. 

Concerning the average network throughput, the 900 MHz, is the one that serves more users with 

higher satisfaction grade, so it has 97% higher than the average network throughput in 2100 MHz, and 

compared to the 2600 MHz network throughput decreases 14%. 

Table 4.6 has detailed coverage parameters for the three frequency bands: the uncovered area 

increases with the frequency band and consequently increases the number of uncovered users and 

decreases the covered ones. With the 900 MHz it is possible to cover the entire city without recurring 

to any additional BSs, contrary to what happen in the 2100 MHz and 2600 MHz, where, mainly in the 

Zone 2, Annex H, there are gaps of coverage.  

The total network traffic and the total number of users served per hour are presented in Figure J.4, 

where it is possible to observe, as expected with the previous results analysed, an increase of 80% 

and 107% in the total number of users per hour and total network traffic, respectively, for 900 MHz 
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compared to the default frequency band and a decrease of 6% and 30%, respectively, for 2600 MHz. 

Concerning the average number of RBs, Figure J.5, has an increase of 8% for 900 MHz and a 

decrease of 9.5% for 2600 MHz is observed, compared to the default frequency band, 2100 MHz. 

Although the 97% higher average network throughput in the 900 MHz relatively to the 2100 MHz band 

the RBs increase is not so evident, since more users are served with 64QAM, which gives to the RBs 

more capacity. Regarding the modulation analysis for each frequency band, Figure J.3, as expected, 

the 900 MHz has the highest number of users and throughput for the 64QAM 

Table 4.6. DL Uncovered Area, Uncovered and Covered Users for 

900, 2100 and 2600 MHz. 

 900 MHz 2100 MHz 2600 MHz 

Uncovered Area [%] <0.01 20.7 43.6 

Uncovered Users 0 191 507 

Covered Users 1656 1465 1149 

4.3.4 MIMO configuration and Antenna Power Fed 

In this subsection, the MIMO configuration is varied regarding the default scenario, and the effect of 

using split or dedicated antenna power fed is presented. From the default scenario, 2×2 MIMO and 

dedicated antenna power fed (2_Ded), the MIMO configuration was varied to 4×4 MIMO (4_Ded) and, 

separately, the antenna power feeding to split (2_Split). Changing the MIMO configuration, the number 

of antennas in the MT and BS rises to the double, from 2 to 4, and changing the antenna power 

feeding to split decreases to half the power of each BS antenna, since the analysis is in DL, meaning 

that the same power that feds the antenna in a SISO configuration will fed the antennas in a MIMO 

configuration. 

As expected, it is possible to observe, from Figure 4.16, that 4×4 MIMO is the configuration that has 

the best performance. With this configuration it is possible to serve 16% more users than with the 

default scenario, and has an average radius 16% higher. This is well explained by the need of lower 

SNRs that 4×4 MIMO need, compared to 2×2, to achieve the same throughput. On the other hand, 

when the power antenna feeding is changed to split, higher SNRs are needed to achieved the same 

throughput than in a dedicated one, since the power of each antenna is reduced to half. In this case 

the served users decrease 2%, and the average network radius 11%. 

For the average network throughput and satisfaction grade, Figure 4.17, the behaviour is the same 

than before by the same reasons. The 4×4 MIMO has an increase, from the default scenario, of 120% 

and 45% in the satisfaction grade parameter and in the average network throughput, respectively. 

Concerning the power antenna feeding, the split configuration has a decrease of 10% in both network 

throughput and satisfaction grade. 
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(a) Average Served Users Ratio. (b) Average Network Radius. 
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Figure 4.16. DL Served Users Ratio and Network Radius for different MIMO configurations and 

antenna power feeding. 

 
(a) Average Network Throughput. (b) Average Satisfaction Grade. 
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Figure 4.17. DL Network Throughput Ratio and Satisfaction Grade for different MIMO configurations 

and antenna power feeding. 

Table 4.7 details, for each analysis, the uncovered area, uncovered and covered users. As expected 

by the latest results the 4×4 MIMO has the highest coverage area since needs lower SNRs values to 

achieve the same throughput than in the other two analysed configurations. The split power antenna 

fed is the configuration that has the lowest uncovered area, once there is a division of the transmission 

power by the antenna which leads to an increasing of the path loss and consequently the decreasing 

of the radius and covered area. The use of 4×4 MIMO it is also a solution to obtain a high coverage in 

an urban scenario in the DL, since 3% can be negligible. 

Table 4.7. DL Uncovered Area, Uncovered and Covered Users for MIMO configurations and antenna 

power fed variation. 

 2×2 Split 2×2 Dedicated 4×4 Dedicated 

Uncovered Area [%] 33.2 20.7 3.4 

Uncovered Users 357 191 19 

Covered Users 1299 1465 1639 
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Concerning the average number of RBs, as predicted by the increase of the RBs capacity with 4×4 

MIMO, the average number of RBs, Figure J.7, decreases 30% and further decreases 7% with a split 

power feeding. The total traffic network decreases 13% for the split configuration and increases 55% 

for the 4×4 MIMO, with a respectively, decrease of 25% and increase of 89% for the total number of 

users, Figure J.6. 

4.3.5 Alternative Profiles 

In this subsection two other profiles, Alternative 1 (A1) and Alternative 2 (A2), described in Table D.1, 

with different services penetration percentages, are analysed. The results are compared with the ones 

from the default scenario. In the profiles, the influence of Voice, in A1, and Web, in A2, service being 

raised, is analysed. 

From Figure 4.18 (b), where the served traffic is presented, it is possible to observe that for A1 there is 

an increase in the Voice traffic of 60%, and A2 increases 22%. Concerning the other services, they all 

have a slightly decrease for the benefit of the services that increased. This decrease of the services is 

neater for A2 due to the higher throughput of the Web, which leads to more reduction users than for 

A1. Concerning to served users ratio, Figure 4.18 (a), A1 is the one with a higher ratio, 14% more than 

the default, since Voice is the service with the lower throughput which will enable more users to be 

served, while A2 has a slightly increase of 2%, since Web is an more demanding service than Voice. 
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Figure 4.18. DL Served Users Ratio and Served Traffic for alternative profiles. 

In a total network traffic analysis, Figure 4.19 (b), A1 profile has a decrease of 10% and A2 of 8%, due 

to the fact the more demanding services have higher percentages in the default scenario. Concerning 

the total number of users, a decrease of 16% and 32% for A1 and A2, respectively, is noticed, since a 

Web session has a longer time duration, so it has fewer users compared with the other service, Figure 

4.19 (a), exception made to Voice. The Voice service has fewer users than Web, once each user has 

an average of 0.825 calls per hour, still A1 has more users because the averaged served traffic for the 

other services is higher. 

The others parameters evaluated, network radius, number of RBs and network throughput, Figure J.8 

and Figure J.9, do not have an expressive variation, with exception of the average satisfaction grade, 
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Figure J.8 (b), which has an increase of 14% and 8% for A1 and A2, respectively. The increasing is 

higher for A1 since that is the profile where there is a increasing of the voice users, which have the 

highest satisfaction grade, as shown in the default scenario analysis. 

  
(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure 4.19. DL Total Users and Total Network Traffic for alternative profiles. 

4.3.6 Number of Users 

In this analysis, the number of users offering traffic to the network is increased. Increasing the number 

of users, Figure 4.20 (a), the average network throughput increases around 1.2 Mbps, 15%, as the 

system has not yet reaches its full capacity and some extra users can still be served. However, this 

increase is mainly due to the higher number of users that are served in those BSs that are located 

outside of the areas with higher traffic, which are already overloaded. As a need to serve this increase 

of traffic, the average number of RBs increases 20%, Figure J.10 (b). By consequence, also, the total 

network traffic increases 20%, Figure 4.20 (b), compared to the default scenario and more 36% of 

users can be served per hour, Figure J.11. 
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(a) Average Network Throughput. (b) Total Network Traffic. 

Figure 4.20. DL Network Throughput and Total Network Traffic for 1600 and 3000 users. 

As more users are served, each BS is more loaded, which leads to a decrease of the satisfaction 

grade of 25%, Figure 4.21 (a), since the same capacity is now distributed a higher number of users. 

Although the average served users decreases 25%, Figure 4.21 (b), the total number of users 
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performing services in this scenario is still higher than the effective number of served users in the 

default one. 
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Figure 4.21. DL Satisfaction Grade and Served Users Ratio for 1600 and 3000 users. 

The average network radius increases 9.5% as more users are spread over the coverage area, Figure 

J.10 (a), since the probability of the user being farther away from the BS increases. With the increase 

of the average network throughput when increasing the number of users, it is expected that the 

number of RBs increases 13%, Figure J.10 (b). Once the number of users is increased, the total 

number of users per hour also increases, 37%, Figure J.11. 

4.4 UL Analysis in a Multiple Users Scenario 

In this section UL results are analysed. First, the results of the default scenario, introduced in Section 

4.1, are examined. Afterwards, simulation results considering system and MIMO parameters variation, 

as well as cell type, are studied. Moreover, a comparison between DL and UL is performed within 

each subsection. 

4.4.1 Default Scenario 

Like in DL, the results presented in this section were obtained using the multiple users simulator, 

introduced in Section 3.2. 

Figure 4.22 considers all served users in all simulations performed for the default scenario, presenting 

the instantaneous user throughput as a function of SNR detailing the modulation of each user, with a 

zoom of this figure in Figure 4.23, for SNR between 0 and 1. For the same reasons presented in DL, 

users with lower SNRs are served with QPSK, users with middle values of SNR are served with 

16QAM, and higher SNR values users are served with 64QAM. The SNR values where the transition 

of modulations happens are different from the ones in DL, with lower values of SNR. In UL the QPSK 

to 16QAM transition occurs in SNR between 0.3 and 0.7 dB, Figure 4.23, and the 16QAM and 64QAM 

70 



 

in SRN values between 13 and 15 dB. For the same reason than in DL, in UL the transition is not 

abrupt, once two channels are considered, the pedestrian one for the pedestrian and indoor 

environments and the vehicular one for the vehicular environment. These two channels have different 

expression to map the SNR onto the throughput, as shown in Annex B, which will leads to different 

transition values. UL served users throughputs are lower than in DL, since it has lower distances in 

which the maximum throughput is achieved, which is related to MT power limitations. Due to the use 

of RBs, the throughput of each user depends, mainly of the number of RBs, so QPSK, 16QAM and 

64QAM users can achieved the same maximum throughputs being the difference on the number of 

RBs, where the QPSK are the users need more RBs and 64QAM the users that need less allocated 

ones to achieved the same throughput. Comparing with Figure 4.6, one observes that the density of 

the served users is much lower in UL, since it is the one that has more coverage issues. 
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Figure 4.22. UL instantaneous user throughput for all users’ variation with SNR and distinguishing the 

modulation of each user. 
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Figure 4.23. Figure 4.22 in detail for SNR values between 0 and 1. 

With lower values, the distributions of the average number of users and network throughputs for each 

modulation, Figure 4.24, are the same that in DL. 16QAM, which is the modulation with more user 

density in Figure 4.22, serves more 92% and 42% users than QPSK and 64QAM, respectively, and 

concerning network throughput, 16QAM is higher 70% than QPSK and 35% and 64QAM. 

The analysis by service was done also for UL. In UL, services have different requested throughputs 
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from the DL ones, taking the asymmetric of some services into account. Therefore, some services are 

more demanding in UL than in DL in a comparison between services, i.e., the service that has the 

highest throughput in DL does not necessarily corresponding in UL to the service with highest 

throughput. Taking this into account it is not expected that UL and DL services have the same 

behaviour in this analysis, Figure 4.25. E-mail and FTP are the services with lower percentage 

penetration; therefore they are the ones with a higher standard deviation. Associated to the low 

coverage of UL and the randomness of the users position and services, it gives results with a lower 

statistic relevance. For this reason, only the remaining services are considered for this analysis. 

 
(a) Average Number of Users. (b) Average Network Throughput. 
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Figure 4.24. UL Number of Users and Throughput detailed for modulation, for the default scenario. 

 
(a) Average Network Throughput. (b) Average Satisfaction Grade. 
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Figure 4.25. UL Throughput and Satisfaction Grade detailed for services, for the default scenario. 

Web is the service that has a higher average network throughput, since it is the one that has a highest 

requested throughput and a high priority in QoS. Although P2P is the lower in the QoS priority, it has 

the same requested throughput Web, and taking this into account, as well as the other services 

throughputs, it explains the decrease of 18% between Web and P2P. Due to the minimum throughput, 

Streaming has a higher average network throughput than Voice and Chat, and, as in DL, besides Chat 

having a higher requested throughput, the Voice has a higher average network throughput. 

Concerning the satisfaction grade Voice is not analysed in Figure 4.25 for the same reason as in DL, 

and the average satisfaction grade is 7.6. This value comes to give emphasis to the waste of network 

resources that voice in LTE causes. Concerning the remaining services, Chat is the one that has the 
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highest satisfaction grade, since one RB is the minimum served throughput and its capacity is always 

higher than the Chat request throughput. Therefore, the Chat standard deviation is explained by the 

RB modulation, QPSK, 16QAM or 64QAM depending on the user SNR, as explained before. 

In Figure 4.26, the average number of RBs is examined. The average number of RBs and the average 

network throughput has similar distributions, since the two are related and the increase of each user’s 

RB results in a proportional increase of the user throughput, as explained in Section 3.2. 
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Figure 4.26. UL average number of RBs detailed for services for the default scenario. 

In Figure 4.27, one represents the offered and served traffics. As expected, the offered traffic is 

different from the default characterisation due to the low coverage of UL not all users being served. 

The reason for the increase and decrease of some services percentages is the same that in DL. 
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Figure 4.27. UL percentage of traffic. 

Concerning the overall parameters, an average network throughput of 3.3 Mbps, half from the one in 

DL as expected due to the system limitation in the UL, a satisfaction grade of 1.9, higher than in DL 

once with the coverage problems the system does not have enough user for the BSs reach the 

maximum capacity as it can be observed also through the average number of RB, that is 18.3 with a 

maximum of 50 RBs per BS. In the analysis for the busy hour, the average network traffic is 55 GB/h. 

Regarding the number of users per hour, 26000 users can be served. The uncovered area for this 

scenario is 72.3%, much higher than in DL, and has on average 1008 uncovered users against an 

average of 648 covered users, of which 46% are served. The average network radius is 0.11 km. 
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4.4.2 Bandwidth 

Similar to DL, a bandwidth variation analysis was performed for UL, also without analysing the 1.4 

MHz bandwidth, which does not allow the reference throughput since the maximum throughput 

reached in this bandwidth is 3.6 Mbps for the reference scenario (Table B.6). 

In Figure 4.28, it is possible to observe the average network number of RB, for the five analysed 

bandwidths and also the average served users ratio. 

  
(a) Average Network Number of RBs. (b) Average Served Users Ratio. 
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Figure 4.28. UL Number of RBs and Served Users Ratio for the bandwidths of 

3, 5, 10, 15 and 20 MHz. 

These two parameters have similar behaviour with the bandwidth than in DL, but in DL the network 

has more profit with the RBs once the increasing of the RBs with the bandwidth is higher. Comparing 

the average number of RBs with the ones of the default scenario, the 3 and 5 MHz bandwidths have a 

decrease of 50% and 20%, respectively, and 15 and 20 MHz have an increase of 17% and 28%. The 

slope for increasing to 15 and 20 MHz bandwidths is lower than the 3 and 5 MHz decreasing slope, 

since the number of BSs that profit from the increase of RBs, due to the coverage, decrease, i.e., the 

BSs that are outside the areas with high traffic due to the reduced coverage do not have enough users 

to profit from the increase of RBs. The same behaviour is noticed on the average served users’ ratio, 

comparing with the 10 MHz bandwidth, being observed a decrease of 13 % and 7% for 3 and 5 MHz, 

respectively, and an increase of 6% and 9% for 15 and 20 MHz. These differences between the 

decreasing and increasing slopes are explained in the same way as in the RBs analysis. A more 

complete comparison with DL, shows that for the average served users ratio the values are higher for 

UL, but it is important to point out that the coverage area is 50% lower in UL, so there are less users to 

be served and consequently the need of RBs decreases. 

With the increase of bandwidth, and therefore the number of RB available to serve users, the average 

satisfaction grade, Figure 4.29 (a), increases since users are less reduced and, consequently, it leads 

to an increase of the average network throughput, Figure 4.29 (b). The average network throughput, 

as expected has a similar behaviour that the average network of RBs, by the same reason as in DL. 

The 3 and 5 MHz bandwidths have a decrease of, respectively, 10.5% and 5.3% for the satisfaction 

grade and 32% and 15% for the network throughput, relative to the default scenario. In the same way, 
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the 15 and 20 MHz increased in 10.5% and 21% the satisfaction grade and 12% and 18% the average 

network throughput. The satisfaction grade is higher than in DL since there are fewer users to be 

served. 

  
(a) Average Satisfaction Grade. (b) Average Network Throughput. 
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Figure 4.29. UL Satisfaction Grade and Network Throughput for the 

 3, 5, 10, 15 and 20 MHz bandwidths. 

Concerning the busy hour statistics, the total traffic network decreases 28% and 16% for 3 and 5MHz 

bandwidths, respectively, and has an increase of 13% and 16% with the 15 and 20 MHz bandwidths, 

comparing with 10 MHz. The total number of users in the 3 and 5MHz bandwidths is 36% and 26% 

lower than in 10 MHz and 11% and 32% higher for the 15 and 20 MHz bandwidths, respectively. 

The average network radius does not have significant variations, which means that it can be 

considered constant for the different bandwidths. 

4.4.3 Frequency Band 

In the path loss, the frequency band has the same impact on UL as on DL, since the propagation 

model and the penetration margins are the same. The main difference between DL and UL is the rise 

of the coverage area for the 900 MHz frequency band, which for DL is 20%, i.e., an average more 191 

users (12%), and for UL is 57% , i.e., an average of more 879 users (135%) comparing with the 2100 

MHz band. Also the impact of the decrease in the coverage area, and consequently the number of 

covered users, due to the increase of the frequency band to 2600 MHz is different. For UL, these 

numbers on the three frequency bands are shown in Table 4.8, and for DL on Table 4.6. 

Table 4.8. UL Uncovered Area, Uncovered and Covered Users for 

 900, 2100 and 2600 MHz. 

 900 MHz 2100 MHz 2600 MHz 

Uncovered Area [%] 15.3 72.3 86.5 

Uncovered Users 129 1008 1334 

Covered Users 1527 648 322 
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In the 900 MHz frequency band, as said before, the uncovered area decreases, therefore, there is an 

increase of approximately of 125% of the average network radius comparing with the 2100 MHz band, 

Figure 4.30 (b), much higher than in DL. The radius decreases 32% for the 2600 MHz frequency band, 

also higher than the decrease in DL. As expected the number of served users increases for 900 MHz, 

as explained in DL, and confirmed by Figure K.3, but in the 2600 MHz band the served users ratio 

increases, contrary to DL. This difference is explained by the lower average covered users in 2600 

MHz and 2100 MHz, where 2600 MHz has 50% less than 2100 MHz, which are the only users that are 

taken into account for this ratio calculation. So, if instead of this ratio, the average number of served 

users had been analysed it would have been noticed that the number of served users decreases, as 

expected, compared to 2600 MHz, which means approximately 265 served users in the 2100 MHz 

band against 154 served users in the 2600 MHz. The average served users ratio increases 40% and 

2.5% for 900 and 2600 MHz, respectively. 

 
(a) Average Served Users Ratio. (b) Average Network Radius. 
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Figure 4.30. UL Served Users Ratio and Network Radius for the frequency bands of 

 900, 2100 and 2600 MHz. 

From Figure 4.31, it is possible to analyse the average network throughput and the average 

satisfaction grade for the different bandwidths. The average network throughput, Figure 4.31 (a), as in 

DL, has higher throughput values for the lower frequency bands, as explained in DL and supported by 

Figure K.3. With the high increasing of the network radius and covered area in the 900 MHz, there are 

users to take profit from the network capacity, being justified by the high increasing of the average 

network number of RBs. The 900 MHz frequency band has an average network throughput 138% 

higher than the 2100 MHz and 2600 MHz has 21% less. As expected for 2600 MHz the average 

network throughput decreases since in this frequency band the covered problems are higher than in 

2100 MHz. Regarding the average satisfaction grade, the results have a different behaviour from the 

DL ones, since the 900 MHz frequency band serves 230% more users compared with 2100 MHz, and 

the satisfaction grade decreases only 3%. This decrease is insignificant regarding the users increase. 

In the 2600 MHz band, the satisfaction grade increases 30%. 

From these results, it can be seen that the 900 MHz frequency band, resolve the major problem in UL, 

capacity, since 15% of uncovered area is easily overcame with the introduction in the network of a few 

BSs. Also the DL results, shows the coverage improvements with 900 MHz. The 2600 MHz frequency 
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band is undesirable, since the uncovered area in UL is extremely high. 

 
(a) Average Network Throughput. (b) Average Satisfaction Grade. 
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Figure 4.31. UL Network Throughput Ratio and Satisfaction Grade for the frequency bands of 

900, 2100 and 2600 MHz. 

The average number of RBs, Figure K.5, at the BSs level is 63% higher and 21% lower, for 900 MHz 

and 2100 MHz, respectively, than in the default one, as in the average network throughput. Although 

the increase is higher in 900 MHz for the average network throughput, this is due to the possibility of 

higher order modulation that can be used in this band, as it is shown in Figure K.3. Regarding the total 

traffic network in a busy hour and the total number of users, Figure K.4, there is an increase of, 

respectively, 272% and 207%, observed for the 900 MHz band and a decrease of 50% and 63% for 

the 2100 MHz one. 

4.4.4 MIMO configuration and Antenna Power Fed 

The use of 4×4 MIMO and split antenna power in UL is analysed in this subsection. It is important to 

notice that in UL the use of split antenna power fed in UL represents a capacity increase to SISO with 

no battery assumption increase, since the antennas in MIMO are fed with the same power that in a 

SISO configuration, as desired. 

With a lower power transmission the uncovered area increases 7.9%, Table 4.9, and also the average 

network radius decreases 15%, Figure 4.32 (b). The 4×4 MIMO decreases the uncovered area by 

10.6%, like in DL and, as a result, there is an increase on the average network radius of 19%. 

Table 4.9. UL Uncovered Area, Uncovered and Covered Users for different MIMO configurations and 

antenna power feeding. 

 2×2 Split 2×2 Dedicated 4×4 Dedicated 

Uncovered Area [%] 80.2 72.3 61.7 

Uncovered Users 1174 1008 791 

Covered Users 482 648 865 
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It is important to notice that if in DL 4×4 MIMO could be a solution to overcome the coverage 

problems, in UL with 61.7% of uncovered area still, which is very high, and being the number of BSs 

needed to cover this area is very high, leaves to be a solution, once this two links are deployed 

together. 

Concerning the served users ratio, Figure 4.32 (a), contrary to DL, increases when a split power fed is 

used and decreases with the use of 4×4 MIMO. These results, are explained by the fewer covered 

users in UL, and, therefore, the total number of users is analysed. The 2_Split configuration serves an 

average of 231 users, 2_Ded 298 users and the 4_Ded 380 users. So this decrease is, in reality, an 

increase of the total served users’ number, as expected.  

 
(a) Average Served Users Ratio. (b) Average Network Radius. 
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Figure 4.32. UL Served Users Ratio and Network Radius for different MIMO configurations and 

antenna power feeding. 

The average network throughput, Figure 4.33 (a), and the average satisfaction grade, Figure 4.33 (b), 

have a variation similar to DL but with lower values and variation, being the increase of capacity due to 

4×4 MIMO less notice. For the average network throughput, the split power fed has the lowest value, 

with a decrease from the dedicated one of 8% and using 4×4 MIMO gives an average network 

throughput increase of 30% compared with a 2×2 MIMO. The average satisfaction grade is 5% lower 

for the split configuration, and 4×4 MIMO has a satisfaction grade 26% higher, as expected, with the 

increasing of capacity that 4×4 MIMO allows to the system. 

Regarding the total number of users per hour and the total network traffic, Figure K.4, there is an 

increase of 46% and 50% respectively, for 4×4 MIMO, taking as reference the 2×2 MIMO with a 

dedicated antenna feeding, and the split antenna feeding decreases, respectively, by 40% and 23% 

these two evaluation network parameters. The average number of RBs decreases 12% with split 

configuration, since less users are served, and also has a lower average network throughput, and a 

decrease of 13% with 4×4 MIMO, since the RBs capacity increase with the use of 4×4 MIMO and the 

number of covered users are very low. The BSs with the number of RBs allowed for this bandwidth 

and with a 2×2 MIMO have enough capacity to serve all the users and does not profit of all the 

network resources. So, due to the low increase of the coverage in UL, the trade-off by the increment of 

capacity through the use of 4×4 MIMO is not as high as in DL.  

78 



 

 
(a) Average Network Throughput. (b) Average Satisfaction Grade. 
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Figure 4.33. UL Network Throughput and Satisfaction Grade for different MIMO configurations and 

antenna power feeding. 

4.4.5 Alternative Profiles 

The high uncovered area percentage affects this analysis, since the randomness of the users’ position 

and services from the input files combined with a low coverage area does not allow that the services 

penetration percentages of the alternatives profiles to be maintained, as it can be observed in Figure 

4.34 (a). So this analysis is not compared to the DL one. Taking the average served traffic percentage 

into account, and analysing the average served users ratio, Figure 4.34 (b), it is observed that the A1 

profile has an increase of 5%, since there are more Voice users (service with the lowest throughput) 

that will allow more users to be served, and it is constant for the A2 profile, compared with the default 

scenario. From Figure 4.35, the total number of users per hour can be analysed jointly with the total 

traffic network. The number of users decreases for both profiles, 5% for A1 and 12% for A2, due to the 

increase of P2P penetration, since this service is highly demanding being characterised by a large file 

size, and due to the low throughput tolerated, a long session duration. The decrease is higher for A2, 

since the Web service penetration is higher than the one in A1, and Web users also have a long 

session time. The total network traffic also decreases for both profiles, 38% for A1 and 23% for A2. 

Since Voice is the service with the lowest throughput and A1 is the profile that has a higher 

penetration of Voice, it is the one that has a lower network traffic. 

 
(a) Average Served Traffic Percentage. (b) Average Served Users Ratio. 
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Figure 4.34. UL Served Traffic and Served Users Ratio for alternative profiles. 
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(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure 4.35. UL Total Users and Total Network Traffic for alternative profiles. 

The average network radius, Figure K.8 (a), is practically the same for the three profiles, and the 

satisfaction grade, Figure K.8 (b), increases for both profiles, 19% for A1 and 16% for A2. Once more, 

Voice users have an important role, since Voice, as explained, has the highest satisfaction grades, 

highlighting the others services satisfaction grades. In Figure K.9, the number of RBs and the average 

satisfaction grade is presented. As expected, A1 has a decrease in both parameters of 44% in the 

number of RB and 9% on the average throughput, and A2 decreases 41% and 3% in the same 

parameters. 

4.4.6 Number of Users 

As a consequence of the RBs increasing, around 16%, Figure K.10, the average network throughput, 

Figure 4.36 (a), increases 1.3 Mbps, 40%, when one increases the number of users offering traffic to 

the network, as the system can serve more users at the cost of a reduction of 11% of the satisfaction 

grade, Figure 4.37 (a). The same phenomenon described for DL is also valid in this case. The average 

network radius increases around 3% as more users are in the BS coverage area, Figure K.10 (a). The 

average ratio of served users, Figure 4.37 (b), decreases 4%, but, as in DL, the total number of served 

users is still higher than the ones in the default scenario. The network traffic, Figure 4.36 (b), 

increases 35% as more users are served instantaneously. The number of users per BS increases 

60%, Figure K.11. 
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(a) Average Network Throughput. (b) Total Network Traffic. 
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Figure 4.36. UL Network Throughput and Total Network Traffic for default scenario and 3000 users’ 

scenario. 

 
(a) Average Satisfaction Grade. (b) Average Served Users Ratio. 
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Figure 4.37. UL network parameters (Satisfaction Grade and Served Users Ratio) for default scenario 

and 3000 users’ scenario.  
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Chapter 5 

Conclusions 
5 Conclusions 

This chapter point out the main conclusions of this thesis, as well as some suggestion for future work 
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The main objective of this thesis was to analyse LTE performance in terms of capacity and coverage. 

To accomplish this goal, a great amount of information was gathered, in order to develop and 

implement two models: the single and the multiple users. These models were developed based on 

literature results and on some previously developed models. The COST 231 Walfish Ikegami model 

was used to calculate the cell radius or the distance to the BS, according with the model, based on 

this path loss. Since LTE networks are developed to be standalone ones, lower releases of UMTS are 

not considered in the two developed models. The RMG model, developed by [KuCo07], was applied to 

predict the improvements in capacity of using MIMO over SISO.  

With the main objective of calculating the maximum cell radius for LTE in both DL and UL in a single 

user scenario, according to the user’s requested throughput, the single user model was developed 

and implemented in C++. This approach was taken in order to have a first approach regarding cellular 

planning. Concerning different system parameters, as frequency, bandwidth, MIMO configuration, 

modulation, indoor penetration margin, and both fast and slow fading, among others, the model 

enables one to calculate the radius for the users requested throughput through its mapping onto SNR. 

The aim of the multiple users scenario is to assess the performance in a real network, simulating a 

multiple users scenario in a snapshot approach, and analysing individually DL and UL. One of the 

main differences between the two scenarios is that, for the multiple users scenarios the resources 

available in each BS are shared among all users and the need to account the users’ interference 

emerges through the introduction of the interference margin. Also for a more realistic approach, 

statistical distributions for the fading margins are considered and AMC was also implemented. With 

the distance of the user to the BS, the SNR is mapped onto the RB throughput, being possible to 

calculate the number of RBs that the user needs in order to achieve the requested throughput. After, 

considering all served users a BS capacity analysis is done in order to verify if the BS users with the 

given throughput exceed the capacity. When the capacity is exceeded, one of the reduction strategies 

is applied, where the Voice users are only reduced when there are no RBs allocated for data users in 

the BS until the maximum capacity is achieved. With all served users taken into account, a network 

analysis is then performed to evaluate its performance, regarding several parameters, such as MIMO 

configuration, bandwidth, reduction strategy, frequency, and power feeding antennas among others. 

Regarding the default single user scenario, considering a 10 MHz bandwidth, LTE has, for the 

maximum throughput allowed, a radius of 0.34 km in DL and 0.12 km for UL. For indoor environments, 

the most common in urban scenarios, the radius decrease to 0.16 in the low losses and to 0.09 km in 

the high losses one. If lower bandwidths were chosen, the radius increases, but it is important to 

notice that with the decrease of the bandwidth there is an implicit decrease of the maximum 

throughput and the 14.4 Mbps cannot be assure. The increase of the bandwidth has the opposite 

effect. So there is a compromise between the capacity, bandwidth, and the coverage, cell radius. For 

QPSK and 64QAM, in a 10 MHZ bandwidth the radius is 0.49 and 0.19 km, for DL, respectively, and 

0.19 and 0.07 km in the UL; in this case the maximum throughput behaviour varies opposite to the 

robustness of the modulation. Fixing the requested throughput, the radius increases with the decrease 

of the bandwidth and also by increasing the robustness of the modulation. The use of 900 MHz 
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frequency band instead of the 2100 MHz one, leads to a radius increase of 150%, which decrease the 

coverage problems, and the use of 2600 MHz to a radius reduction around 20%, for both DL and UL. 

In the multiple users simulator, for the DL default scenario, an average network radius of 0.21 km is 

obtained. The average network throughput is 6.78 Mbps, and has an average of 29.2 RBs used in the 

network by each BS, in a maximum of 50 RBs per BS. The average satisfaction grade ratio is 1.8, due 

to the higher Voice satisfaction grade and the reduction policy for Voice users. Voice and Chat users 

have both an average satisfaction grade higher than others, and both are above one, so the use of 

these undemanding services is a waste of network capacity since one RB just can be allocated for one 

user. Of the three AMC modulations, the one that serves more users is 16QAM with a higher 

contribution for the average network throughput, followed by 64 QAM and QPSK. The comparison 

between the offered and served traffic shows that there is a reduction of the Web and P2P users, 

which is compensated by the increase of the other services, pointing out Voice that rises from 5.3% to 

12%. Due to the QoS differentiation in the reduction strategies, besides Voice, Web is the one with 

higher priority and the second one with maximum requested throughput, and also with a highest 

average network throughput, only exceeded by the FTP service that has a maximum requested 

throughput three times higher than Web, but, due to its low QoS, it is even more reduced, with an 

average network throughput 0.9 Mbps more than Web. 

When considering the UL multiple users default scenario, an average network radius of 0.11 km is 

obtained. The average network throughput is 3.3 Mbps with an average satisfaction grade ratio of 1.9, 

higher than in DL due to the lower number of covered users, but also with Voice and Chat users with 

satisfaction grade above 1. The average number of RBs is 18.3, this lower number being, also, the 

result of the lower coverage. The modulations transition due to AMC happen in lower SNR values than 

in DL, but the behaviour is equal. Both offered and service traffics are similar to the DL ones. The data 

service with highest QoS priority, Web, has an average network throughput of 1.5 Mbps and the 

highest average satisfaction grade, regarding that E-mail and FTP are not analysed due to its lower 

statistic relevance. In a coverage analyses, there is 27.7% of coverage area from the total one, less 

49.4% than in DL, and around 60% of uncovered users, less 50% than in DL. 

The variation of the bandwidth leads to an increase of the average network throughput, due to a 

higher capacity, by 13% and 40% for an increase from 10 to 15 and 20 MHz bandwidths, respectively, 

and a reduction of almost 19% and 9% when 3 and 5 MHz bandwidths are used, in DL. For these 5 

bandwidths, the average number of RBs decreases 60% and 38% for the 3 and 5 MHz bandwidths 

and increases 24% and 37% for 15 and 20 MHz taking 10 MHz as reference. These variations are 

lower than the real variation of the network resources with the bandwidth. The increase of the 

resources enables one to serve more users, the decreasing of the resources being the opposite effect. 

It is necessary to taking the compromise between the served users ratio and the satisfaction grade of 

the users into account, when choosing a bandwidth. For UL the variation of the bandwidth has the 

same impact in the network than in DL but with lower profits of the RBs increasing since the 

uncovered area is very high. 

Being the path loss so correlated with the frequency, the use of different frequency bands is also 

85 



 

studied. Taking the 2100 MHz frequency band as a reference, the 900 and 2600 MHz ones studied. 

The cell radius has an increase around 50% for 900 MHz in DL and 125% in UL. Regarding the 2600 

MHz band, the radius decreases 17% in DL and 32% in UL. For DL, the coverage area increases 

20.7% and decreases 22.9%, respectively, with the decrease and increase of the frequency band. The 

coverage area has a similar behaviour in UL. The total number of served users rises by decreasing 

the frequency band, and decreases with the increasing of the frequency band, although in UL the 

served user’s ratio for the 2600 MHz bandwidth is higher than the one in 900 MHz band. In DL, there 

is an increase of 83% in the number of served users for the 900 MHz band and a decrease of 27% for 

2600 MHz. Also for DL, the average network throughput increases 97% at the 900 MHz band 

compared to 2100 MHz and for 2600 MHz a decrease of 14% is observed. The UL variations due to 

the frequency band are higher than in DL.  

The study of a different MIMO antenna configuration, 4×4, and the use of different antenna power fed 

solutions was also made. From the default scenario, with 2×2 MIMO and dedicated antenna power 

fed, one analyses the split power fed and a dedicated power fed the MIMO configuration of 4×4. 

Regarding that these changes in the network changes the network coverage, a coverage analysis is 

performed. The highest covered area is obtained in the 4×4 MIMO, with an increase of 17.3% in DL, 

compared with the reference. The split power fed decreases the covered area in 12.5% in DL. The 

average network radius decreases 11% for split power fed and increases 16% for 4×4 MIMO in DL. 

Concerning to the total number of served users, it increases with the 4×4 MIMO and decreases with 

split power, for DL and UL, despite the fact of the average served users having an opposite behaviour 

in UL, due to low coverage. 4×4 MIMO increases 120% the average satisfaction grade and the split 

fed power decreases 10%, in DL. The average network throughput raises 45% in DL with the 4×4 

MIMO and decreases with a split power fed in 10% in DL. In UL the network trade-off due to the MIMO 

configuration and antenna power fed is lower than in DL.  

Two alternative profiles were created to study the influence of the variation of the services’ penetration 

percentages, one with higher Voice penetration percentage (A1) and the other with higher Web 

penetration percentage (A2). The Voice lower throughput and the reduction strategies taken for Voice 

can be studied through the A1 profile. As a result of the increase of the service with the lowest 

throughput the average of served users’ increases as their satisfaction grade, 14% for both, since 

there are more Voice users, which have a very high satisfaction grade. The A2 profile with the Web 

service increase has a major variation in a busy hour analysis, since the Web service has high 

throughput and also has a service with a high session time, so users decrease 32% and the total 

traffic 8%. For UL these profiles were not possible to obtain due to the lower coverage of UL. 

To evaluate LTE behaviour in load situations, for both DL and UL, one increased the number of users 

offering traffic to the network. The average network throughput increases 20% and 40% for DL and 

UL, respectively. The increase of the average network throughput is noticed at the users’ level, where 

there is a reduction of the average satisfaction grade, since the same resources are shared among a 

larger number of users. Regarding the average network radius there is an increase of 9.5% and 3% 

for DL and UL, respectively. 
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The results for the multiple and the single user models show that DL has a larger cell radius than UL. 

This means that the latter is the one that limits coverage, since DL and UL are deployed together. To 

increase coverage, a lower frequency band is desirable, since it is the factor with more impact on the 

radius, but also has an impact in the network capacity since it is possible to serve more users with 

higher order modulation, in the AMC. Focusing on the new technologies brought by LTE, 4×4 MIMO 

increases the capacity of the network, which leads to an increase of the average network throughput 

and served users. Having MIMO with split power feeding reduces the cell radius and the number of 

served users. The major advantage of increasing the bandwidth is in the high traffic areas where the 

offered traffic exceeds the BS capacity. 

For future work, it is suggested that in a multiple users scenario, an analysis of different bandwidths in 

the BSs is done, for achieving a better use of the network resources. At the RRM level, it could be 

interesting to optimise user’s connection to the BS, based not only on the users’ distance but also in 

the BS available resources. A reduction strategy based on both the QoS priority and on the users 

requested resources could also be relevant in future research. Since LTE uses OFDMA, which has a 

major impact in the decreasing of the interference, intra- and inter-cell ones, a deeper study on this 

subject is desirable. Also a comparison with WiMAX, which is a technology that uses the same 

multiple access that LTE, OFDMA, it is interesting to study. Since LTE makes an extensive use of 

advanced multi-antenna transmission technologies’, including beam forming for improved coverage 

and capacity and spatial multiplexing for higher data rates, an LTE analyses with these technologies is 

of interest. 
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Annex A - Link Budget 
Annex A - Link Budget 

The link budget used throughout this thesis is based on the Release 99 one, described in detail in 

[CoLa06] and [Sant04], adapted to LTE.  

The path loss, Lp, can be calculated by : 

LP[dB]=PtሾdBmሿ+Gt[dBi]-Pr[dBm]+Gr[dBi]=EIRP[dBm]-Pr[dBm]+Gr[dBi]                                                                   (A.1) 

where: 

• Pt is the transmitting power at antenna port; 

• Gt is the transmitting antenna gain; 

• Pr is the available receiving power at antenna port; 

• Gr is the receiving antenna gain. 

If diversity is used, Gr: is replaced by 

Grdiv[dB]=Gr[dBi]+Gdiv[dB]                                                                                                                         (A.2) 

where: 

• Gdiv is the diversity gain. 

The Equivalent Isotropic Radiated Power (EIRP) can be calculated for DL by (A.3), and for UL by 

(A.4). 

EIRP[dBm]=PTxሾdBmሿ-LC[dB]+Gt[dBi]-Psig[dBm]
                                                                                              (A.3) 

EIRP[dBm]=PTxሾdBmሿ-LU[dB]+Gt[dBi]-GMHA[dB]-Psig[dBm]
                                                                                 (A.4) 

where: 

• PTx is the total BS transmission power; 

• Lc is the cable losses between transmitter and antenna; 

• Lu is the body losses; 

• GMHA is the masthead amplifier gain. 

The received power can be calculated by (A.5) for DL and (A.6) for UL: 

PRxሾdBmሿ=PrሾdBmሿ-LU[dB]                                                                                                                           (A.5) 

PRxሾdBmሿ=PrሾdBmሿ-LC[dB]                                                                                                                           (A.6) 

where: 

• PRx is the received power at receiver input. 

The LTE receiver sensitivity can be approximated by : 

PRxmin [dBm]=NሾdBmሿ+ρ[dB]                                                                                                                       (A.7) 

where: 

• ρ is the SNR; 

• N is the total noise power given by: 
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N[dBm]=-174+10 log൫∆fሾHzሿ൯ +F[dB]+MI[dB]                                                                                 (A.8) 

where: 

• Δf is the bandwidths of the RB allocated for the user, 

• F is the receiver’s noise figure; 

• MI is the interference margin. 

To calculate the number of served users is necessary to take the interference into account to evaluate 

the throughput due to the user distance. The interference margin is calculated based on the total 

number of users of the BS coverage area. It is most likely that the BS with the higher number of users 

in its coverage area is the BS with more served users. For the BS with the higher number of users 

connected to it is assigns the maximum interference margin value, and for the other BSs, the 

interference margin for LTE at a given BS is estimated by: 

MIj [dB]=
Nuj

NUmax
BS ·β[dB]                                                                                                                               (A.9) 

where: 

• β is the maximum interference value considered; 

• Nu r of users in the BS j; j is the numbe

• NUmax
BS  the number of users of the most populated BS. 

Some margins must be taken into account, to adjust additional losses caused by radio propagation 

and others: 

M[dB]=MSF[dB]+MFF[dB]+Lint[dB]                                                                                                              (A.10) 

where: 

• MSF is the slow fading margin; 

• MFF is the fast fading margin; 

• Lint is the indoor penetration losses; 

The total path loss can then be calculated by, 

LP total[dB]=LP[dB]-M[dB]                                                                                                                         (A.11) 

The total path loss is used as input in the COST 231 Walfisch-Ikegami propagation model, described 

in [DaCo99], to calculate the cell radius, R, for the single user model. In Section 3.1, this calculus is 

briefly shown. For some LTE frequencies, f, the values used ([2110, 2170] MHz, [2500, 2570] MHz 

and [2620, 2690] MHz) exceed the frequency validation values and some of the calculated cell radius 

are below the distance validation values, namely for high data rates. Nevertheless, the model was 

used, since it is adjusted to urban non-line of site propagation. 

The COST 231 Walfisch-Ikegami propagation model is valid for [DaCo99]: 

• ; [800,2000] MHzf ∈

• ; [0.02,5] kmR ∈

• BS height between 4 and 50 m; 
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• MT height between 1 and 3 m. 

In Table A.1 the values for the propagation model’s parameters are listed. For the parameter that 

represents the frequency losses dependence due to diffraction by a set of knife-edges, kf, only the 

urban centre case was considered. 

Table A.1. Values used in the COST 231 Walfisch-Ikegami propagation model (based on [CoLa06]). 

Parameter name Value 

Street Width [m] 24 

Building Separation [m] 48 

BS height [m] 26 

Building height [m] 24 

MT height [m] 1.8 

Orientation angle [º] 90 

3GPP outlined three channels for LTE, based on low, medium and high delay spreads, specifically 

Extended Pedestrian A (EPA), Extended Vehicular A (EVA) and Extended Typical Urban (ETU). There 

are also three Doppler frequencies outlined representing low, medium and high Doppler environments. 

[3GPP07b] The values for the Doppler frequency and delay spread for each channel are shown in 

Table A.2. 

Table A.2. Overview of channel models (adapted from [3GPP07c] and [3GPP07b]). 

Channel Model Doppler Frequency [Hz] Delay Spread [ns] 
EPA 5Hz 5 43 

EVA 5Hz 5 357 

EVA 70Hz 70 357 

ETU 70Hz 70 991 

ETU 300Hz 300 991 

In the scope of this thesis only the EPA 5Hz and ETU 70Hz are considered.  

Regarding the situation where it is necessary to calculate the throughput due to the distance between 

the user and the BS, the first step is to determine the path loss associated to the user distance, 

described in [CoLa06] and [Sant04]. After the path loss calculation, the receiver sensitivity is 

determined, resulting: 

PRx[dBm]=EIRP[dBm]-Lp[dB]
+Gr[dB]-Lu[dB]                                                                                                 (A.12) 

Rearranging (A.7), the SNR associated to a certain user distance is calculated by: 

ρ[dB]=PRxmin [dBm]-N[dBm]                                                                                                                      (A.13) 



Annex B – Expressions for Models 
Annex B – Expressions for Models 

Using results from [3GPP07] and [3GPP07a], for the UL and DL, respectively, polynomial interpolation 

was used to calculate the values of SNR as a function of the throughput, Rb, using Matlab and Excel, 

assuring a relative error below 5%, as it is exemplified in Figure B.1. These expressions are step-wise 

due to the fact that all polynomial expressions given by Matlab and Excel presented relative errors 

higher than 5%. For the channels that are not available in those simulations, in UL or DL, was made 

an extrapolation to get an approximation. In order to obtain a approximation for DL of the EPA 5Hz 

channel model, since that in DL is just available simulation for EVA 5Hz and ETU 70Hz channel 

models, an extrapolation was done, with UL simulations for 10 MHz and for each modulation of EVA 

5Hz graphics to achieve a relationship with the EPA 5Hz. The results and the corresponding mean 

relative error, ߝ௥ഥ , are presented at Table B.1. 
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Figure B.1. Interpolation for DL, bandwidth of 10MHz, SIMO, 64QAM rate ¾ and EPA 5Hz in DL. 

An extrapolation was made to obtain at UL an approximation for the channel model ETU 70Hz and the 

modulation 64 QAM. This extrapolation is presented together with the interpolation of the simulations 

and has a mean relative error of 24.4%. It is important to enhance that almost interpolations and 

extrapolations have a mean relative error below 5%. 

Some simulations were just available for full RB, so an approximation was done in order to have the 

results for a single RB. The size of a RB is the same for all bandwidths; therefore, the number of RB 

changes with the bandwidth. The number of RB per bandwidths is presented at Table B.2.  
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Table B.1. Extrapolation EVA 5Hz - EPA 5Hz. 

Modulation EPA 5Hz
EVA 5Hz ࢘ࢿ തതത [%] 

QPSK 1.027 5.3 

16 QAM 1.061 4.6 

64 QAM 1.04 15.2 

Table B.2. Number of RB per bandwidths. 

Bandwidths [MHz] 1.4 3 5 10 15 20 

Number of RB 6 15 25 50 75 100 

The results of all interpolations and extrapolation, in DL and UL, are presented on what follows. 

For DL, the interpolations are for simulations, SIMO configurations and normal CP. For QPSK with a 

coding rate of 1/3 the SNR as a function of throughput is given by: 

• EPA 5Hz 

ρ[dB]= ቊ
139.1968058·Rb [Mbps]-12.9993 ,  0.079019806<Rb [Mbps]<0.093387952

733.4013·Rb [Mbps]-68.49085 ,  0.093387952<Rb [Mbps]<0.096114972
                         (B.1) 

• ETU 70Hz 

ρ[dB]= ൞
80.48807972·Rb [Mbps]-5.95475,  0.0491346<Rb [Mbps]<0.073983

133.7077·Rb [Mbps]-9.8921 ,  0.073983<Rb [Mbps]<0.088941
൫1.1798·Rb [Mbps]-0.10293൯·103  ,  0.088941<Rb [Mbps]<0.0906362

                                 (B.2) 

For 16 QAM with a coding rate of 1/2 the SNR in function of throughput is given by: 

• EPA 5Hz 

ρ[dB]= ൞
41.37141679·Rb [Mbps]-4.138024,  0.051678764<Rb [Mbps]<0.100021319

൫1.5568·Rb ሾMbpsሿ
3 -0.9155·Rb ሾMbpsሿ

2 +0.2088·Rb ሾMbpsሿ-0.0133൯ ·103,
0.100021319<Rb [Mbps]< 0.286368144

                       (B.3) 

• ETU 70Hz 

ρ[dB]= ൞
36.99712399·Rb [Mbps]-2.034694, 0.000937744<Rb [Mbps]<0.054996

൭
2.1664·Rb ሾMbpsሿ

4 -1.3996·Rb ሾMbpsሿ
3 +

+0.3082·Rb ሾMbpsሿ
2 -0.0221·Rb [Mbps]+0.0005

൱ ·104, 0.054996<Rb [Mbps]<0.27349
            (B.4) 

For 64 QAM with a coding rate of 3/4 the SNR in function of throughput is given by: 

• EPA 5Hz 
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ρ[dB]=

ە
ۖ
ۖ
۔

ۖ
ۖ
Rb ሾMbpsሿ·291.0892-ۓ

2 +70.0593·Rb [Mbps]-0.21 , 0.003036072<Rb [Mbps]<0.037337248
25.4196·Rb [Mbps]+1.0509 ,  0.037337248<Rb [Mbps]<0.116016576
966.0917·Rb ሾMbpsሿ

3 -108.0894·Rb ሾMbpsሿ
2 +1.3053·Rb [Mbps]+3.7948 ,  

0.116016576<Rb [Mbps]<0.2287376
225.0551·Rb ሾMbpsሿ

3 -299.6906·Rb ሾMbpsሿ
2 +144.2672·Rb [Mbps]-10.03,

0.2287376<Rb [Mbps]<0.62271664

        (B.5) 

• ETU 7 z 0H

ρ[dB]=

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ

58.3431·Rb ሾMbpsሿ+2 ,  0<Rb [Mbps]<0.03428
16.7175·Rb ሾMbpsሿ+3.4269 ,  0.03428<Rb [Mbps]<0.1539152

൫1.2031·Rb ሾMbpsሿ
2 -0.3610·Rb ሾMbpsሿ++0.03305൯·103, 0.1539152<Rb [Mbps]<0.221184   

൭
2.0618·Rb ሾMbpsሿ

4 -3.2095·Rb ሾMbpsሿ
3 +

+1.7699·Rb ሾMbpsሿ
2 -0.3847·Rb ሾMbpsሿ+0.0403

൱ ·103, 0.221184<Rb [Mbps]<0.587772

88.6997·Rb ሾMbpsሿ-32.1352 , 0.587772<Rb [Mbps]<0.61032

     (B.6) 

For the UL, the interpolations are for simulations with MIMO configurations 2×2 and 4×4 and normal 

CP. For QPSK with a coding rate of 1/3 and MIMO configuration of 2×2 the SNR in function of 

throughput is given by: 

• EPA 5Hz 

ρ[dB]= ൞
൫1.1274·Rb [Mbps]

2 -0.2015·Rb [Mbps]+0.009001൯·105, 0.08792454<Rb [Mbps]<0.09550812 
൫5.4466·Rb [Mbps]-0.5162൯·103,  0.09550812<Rb [Mbps]<0.09587532

൫1.6041·Rb [Mbps]-0.1532൯·104 ,  0.09587532<Rb [Mbps]<0.096

 (B.7) 

• ETU 7 z 0H

ρ[dB]=

ە
ۖ
۔

ۖ
ۓ 134.8574927·Rb [Mbps]-9.012743359 ,  0.06683161<Rb [Mbps]<0.08166208

231.8423935·Rb [Mbps]-16.93273209 ,  0.08166208<Rb [Mbps]<0.09028863
459.5736076·Rb [Mbps]-37.49427141 ,   0.09028863<Rb [Mbps]<0.09464049
1644.425808·Rb [Mbps]-149.6292642 , 0.09464049<Rb [Mbps]<  0.09585672

                   (B.8) 

For 16 QAM with a coding rate of 3/4 and MIMO configuration of 2×2 the SNR in function of 

throughput is given by: 

• EPA 5Hz 

ρ[dB]=

ە
ۖ
۔

ۖ
Rb [Mbps]·675.6188-ۓ

3 +364.4272·Rb [Mbps]
2 -17.8417·Rb [Mbps]-0.5122 , 

0.07884248<Rb [Mbps]<0.2725038
൫1.6370·Rb [Mbps]

3 -1.5249·Rb [Mbps]
2 +0.5011·Rb [Mbps]-0.0484൯·103,  

0.2725038<Rb [Mbps]<0.4162308

                                 (B.9) 

• ETU 7 z 0H

ρ[dB]=

ە
ۖ
۔

ۖ
Rb [Mbps]·887.0042-ۓ

3 +600.5976·Rb [Mbps]
2 -79.2833·Rb [Mbps]+4.4602 ,

  0.11705298<Rb [Mbps]<0.3362749
702.3316·Rb [Mbps]

2 -462.6239·Rb [Mbps]+88.172 ,  
0.3362749<Rb [Mbps]<0.4207883

                               (B.10) 

For 64 QAM with a coding rate of 5/6 and MIMO configuration of 2×2 the throughput in function of 

SNR is given by: 
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• EPA 5Hz 

ρ[dB]=

ە
ۖ
۔

ۖ
Rb [Mbps]·644.1481-ۓ

4 +581.2997·Rb [Mbps]
3 -137.502·Rb [Mbps]

2 +33.3898·Rb [Mbps]+1.1911, 
 0.11640088<Rb [Mbps]<0.5095352

104.2152·Rb [Mbps]
2 -95.7213·Rb [Mbps]+37.727 ,  0.5095352<Rb [Mbps]<0.7034354

 

  (B.11) 

• ETU 7 z 0H

ρ[dB]=

ە
ۖۖ
۔

ۖۖ
Rb [Mbps]·218.1556ۓ

3 -20.3603·Rb [Mbps]
2 +21.9913·Rb [Mbps]+1.1564 , 0.1245<Rb [Mbps]<0.27163

873.1686·Rb [Mbps]
2 -387.3231·Rb [Mbps]+50.7834, 0.27163<Rb [Mbps]<0.30584

-327.5755·Rb ሾMbpsሿ
3 +168.9751·Rb ሾMbpsሿ-28.3087,0.30584<Rb [Mbps]<0.3828

30.8949·Rb ሾMbpsሿ
2 +20.2801·Rb ሾMbpsሿ+5.7096 ,  0.3828<Rb [Mbps]<0.46866

78.2614·Rb [Mbps]-14.6782 ,  0.46866<Rb [Mbps]<0.4942

  

(B.12) 

For QPSK with a coding rate of 1/3 and MIMO configuration of 4×4 the SNR in function of throughput 

is given by: 

• EPA 5Hz 

ρ[dB]=46360.68614·Rb [Mbps]-4448.625869 ,  0.09595686<Rb [Mbps]<0.096                               (B.13) 

• ETU 7  0Hz

ρ[dB]= ቊ
570.9897·Rb [Mbps]-52.4763 ,  0.09190412<Rb [Mbps]<0.09540681

൫3.3716·Rb [Mbps]-0.3197൯·103 , 0.09540681<Rb [Mbps]<0.096
                                 (B.14) 

For 16 QAM with a coding rate of 3/4 and MIMO configuration of 4×4 the SNR in function of 

throughput is given by: 

• EPA 5Hz 

ρ[dB]= ൝
-331.6065·Rb ሾMbpsሿ

2 +203.4191·Rb ሾMbpsሿ-26.6376 , 0.18947086<Rb [Mbps]<0.2656774
8.2876·Rb [Mbps]

2 +20.9817·Rb [Mbps]-2.1593 , 0.2656774<Rb [Mbps]<0.4158826
    (B.15) 

• ETU 7 z 0H

ρ[dB]=

ە
ۖ
۔

ۖ
Rb [Mbps]·425.6356ۓ

2 -108.5150·Rb [Mbps]+6.7234 ,   0.1487703<Rb [Mbps]<0.2267275
849.2806·Rb [Mbps]

3 - 538.8943·Rb [Mbps]
2 +257.31·Rb [Mbps]-28.8814 ,  

0.2267275<Rb [Mbps]<0.4094698
106.0468·Rb [Mbps]-33.4230 ,  0.4094698<Rb [Mbps]<0.4283294

       (B.16) 

For 64 QAM with a coding rate of 5/6 and MIMO configuration of 4×4 the SNR in function of 

throughput is given by: 

• EPA 5Hz 

ρ[dB]=

ە
ۖۖ
۔

ۖۖ
Rb [Mbps]·13.0921ۓ

2 +15.2877·Rb [Mbps]-1.5438 , 0.093498<Rb [Mbps]<0.290408
39.9829·Rb [Mbps]-7.6114,  0.290408 <Rb [Mbps]<0.3404294

100.7861·Rb [Mbps]-28.3106,  0.3404294 <Rb [Mbps]<0.3602734
47.1514·Rb [Mbps]-8.9874,  0.3602734<Rb [Mbps]<0.40269

23.0273·Rb [Mbps]
2 -6.8221·Rb [Mbps]+9.0837 , 0.40269<Rb [Mbps]<0.7089816

                 (B.17) 
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• ETU 7 z 0H

ρ[dB]=

ە
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
Rb [Mbps]·68.4795ۓ

2 +7.7103·Rb [Mbps]-1.2429 , 0.089015107<Rb [Mbps]<0.274404959 
96.9622·Rb [Mbps]-20.5777 ,  0.274404959<Rb [Mbps]<0.294730413
357.6813·Rb [Mbps]-97.4196 ,  0.294730413<Rb [Mbps]<0.300321983
73.5699·Rb [Mbps]-12.0946,  0.300321983<Rb [Mbps]<0.327507025

740.8213·Rb [Mbps]
3 -950.9916·Rb [Mbps]

2 +424.8991·Rb [Mbps]-51.1773 ,
0.327507025<Rb [Mbps]<0.54809562

71.3183·Rb ሾMbpsሿ-21.0892 , 0.54809562<Rb [Mbps]<0.576138926   

      (B.18) 

To ensure the approximation validity the mean relative error value was calculated, Table B.3. The 

values are within an acceptable interval, hence, the approximation was used to obtain the SNR as a 

function of the intended throughput. 

Table B.3. Mean relative error for the SNR in function of throughput interpolation curves. 

Modulation  Mean Relative Error [%] Mean Relative Error [%] 
0

QPSK 

DL 5.3 0.1 

UL 2×2 0.4 0 

UL 4×4 0 0.1 

16QAM 

DL 2.6 1.1 

UL 2×2 1.2 0.8 

UL 4×4 0 0 

64QAM 

DL 15.2 0.7 

UL 2×2 0.6 24.4 

UL 4×4 0.6 24.4 
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Figure B.2. Interpolation for 64QAM rate 3/4 and ETU 70Hz in DL. 
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For the DL, interpolations are for simulations for 10MHz of bandwidth, SIMO configurations and 

normal CP. For QPSK with a coding rate of 1/3 the throughput in function of SNR is given by: 

• EPA 5Hz 

Rb [bps]= ቐ
ቀ0.0190·ρ[dB]

3 -0.1455·ρ[dB]
2 +0.3516·ρ[dB]+9.3388ቁ ·104, -2<ρ[dB]<2

ቀ0.0063·ρ[dB]+9.6009ቁ ·104 , 2<ρ[dB]<4
                             (B.19) 

• ETU 70Hz 

Rb [bps]=

ە
ۖ
۔

ۖ
ቀ1.2424·ρ[dB]+7.3983ቁۓ ·104 , -2<ρ[dB]<0

ቀ7.4795·ρ[dB]+73.983ቁ ·103 ,  0<ρ[dB]<2

ቀ0.0848·ρ[dB]+8.7246ቁ ·104, 2<ρሾdBሿ<4
90632 , 4<ρሾdBሿ<6 

                                                                    (B.20) 

For 16 QAM with a coding rate of 1/2 the throughput in function of SNR is given by: 

• EPA 5Hz 

Rb [bps]=

ە
ۖ
۔

ۖ
ቀ-0.000945·ρሾdBሿۓ

4 +0.0103·ρሾdBሿ
3 -0.0141·ρሾdBሿ

2 +0.1696·ρሾdBሿ+1.0083ቁ ·105, -2<ρ[dB]<6 

ቀ0.0048·ρ[dB]
3 -0.1503·ρ[dB]

2 +1.5644·ρ[dB]-2.4858ቁ ·105, 6<ρ[dB]<12
293820 ,  12<ρ[dB]<14 

    

(B.21) 

• ETU 70 z H

Rb [bps]=

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ ቀ2.7029·ρ[dB]+5.4996ቁ ·104 , -2<ρ[dB]<0

ቀ0.0479·ρ[dB]
3 -0.4804·ρ[dB]

2 +3.1387·ρ[dB]+5.4719ቁ ·104 ,  0<ρ[dB]<8

14893·ρ[dB]-124463 ,  8<ρ[dB]<10

ቀ0.0116·ρሾdBሿ+2.6190ቁ ·105, 10<ρሾdBሿ<12
275820 , 12<ρሾdBሿ<14

                              (B.22) 

For 64 QAM with a coding rate of 3/4 the throughput in function of SNR is given by: 

• EPA 5Hz 

Rb [bps]=

ە
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
ቀ-0.1292·ρሾdBሿۓ

3 +1.3299·ρሾdBሿ
2 -0.4279·ρሾdBሿ+0.3036ቁ ·104,  0<ρ[dB]<6 

ቀ-0.1018·ρ[dB]
2 +2.92·ρ[dB]+3.8494ቁ ·104, 6<ρ[dB]<10

ቀ0.0585·ρ[dB]
2 -1.0032·ρ[dB]+6.4581ቁ ·105, 10<ρ[dB]<16

ቀ0.4354·ρ[dB]-1.6098ቁ ·105, 16<ρ[dB]<18

ቀ-0.0241·ρ[dB]
2 +1.0214·ρ[dB]-4.33555ቁ ·105, 18<ρ[dB]<22

647085 ,  22<ρሾdBሿ<26

                          (B.23) 

• ETU 70Hz 
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Rb [bps]=

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ

17140·ρ[dB]+34280 ,  2<ρ[dB]<4

ቀ0.006·ρ[dB]
3 -0.159·ρ[dB]

2 +1.4327·ρ[dB]-3.3994ቁ ·2·105, 4<ρ[dB]<10

ቀ0.001·ρ[dB]
3 -0.00139·ρ[dB]

2 -0.2088·ρ[dB]+3.2774ቁ ·105 , 10<ρ[dB]<18

ቀ50.916·ρ[dB]-427.91ቁ ·103 ,  18<ρ[dB]<20

ቀ-0.0068·ρሾdBሿ
2 +0.3366·ρሾdBሿ-1.0573ቁ ·2·105 ,  20<ρሾdBሿ<26

                          (B.24) 

For the UL, the interpolations are for simulations for 10MHz, MIMO configurations 2×2 and 4×4 and 

normal CP. For QPSK with a coding rate of 1/3 and MIMO configuration of 2×2 the throughput in 

function of SNR is given by: 

• EPA 5Hz 

Rb [bps]=ቀ0.0021·ρ[dB]
3 -0.0364·ρ[dB]

2 +0.2089·ρ[dB]+4.3976ቁ ·2·104 ,  0<ρ[dB]<8                            (B.25) 

• ETU 70Hz 

Rb [bps]= ൝
ቀ-0.0567·ρ[dB]

2 +0.8052·ρ[dB]+6.7150ቁ ·104, 0<ρ[dB]<6
403.36·ρ[dB]+92629.84 ,  6<ρ[dB]<8

                                                 (B.26) 

For 16 QAM with a coding rate of 3/4and MIMO configuration of 2×2 the throughput in function of SNR 

is given by: 

• EPA 5Hz 

Rb [bps]= ቐ
ቀ-0.0017·ρሾdBሿ

4 +0.0425·ρሾdBሿ
3 -0.317·ρሾdBሿ

2 +1.905·ρሾdBሿ+3.9032ቁ ·2·104,  0<ρ[dB]<12 

ቀ-0.0801·ρሾdBሿ
2 +2.7554·ρሾdBሿ-2.1906ቁ ·2·104,  12<ρሾdBሿ<18

    (B.27) 

• ETU 70Hz 

Rb [bps]= ቐ
ቀ-0.001415·ρሾdBሿ

4 +0.0515·ρሾdBሿ
3 -0.6331·ρሾdBሿ

2 +5.0866·ρሾdBሿ+3.7749ቁ ·104, 2<ρ[dB]<14

ቀ-0.0189·ρሾdBሿ
2 +0.7093·ρሾdBሿ-2.4465ቁ ·105,  14<ρሾdBሿ<18

 (B.28) 

For 64 QAM with a coding rate of 5/6 and MIMO configuration of 2×2 the throughput in function of 

SNR is given by: 

• EPA 5Hz 

Rb [bps]= ቐ
ቀ-0.000245·ρሾdBሿ

4 +0.0208·ρሾdBሿ
3 -0.4757·ρሾdBሿ

2 +5.481·ρሾdBሿ-9.8308ቁ ·2·104, 4<ρሾdBሿ<18

ቀ-0.0149·ρሾdBሿ
2 +0.7174·ρሾdBሿ-5.0529ቁ ·2·105, 18<ρሾdBሿ<24

 

 

  

(B.29) 

• ETU 70Hz 

Rb [bps]= ቐ
ቀ0.0011719·ρሾdBሿ

4 -0.035372·ρሾdBሿ
3 +0.204·ρሾdBሿ

2 +3.1745·ρሾdBሿ-1.554ቁ ·104 , 4<ρ[dB]<18 

ቀ-0.01165·ρሾdBሿ
2 +0.6762·ρሾdBሿ-4.566ቁ ·105, 18<ρሾdBሿ<24

  

(B.30) 

For QPSK with a coding rate of 1/3 and MIMO configuration of 4×4 the throughput in function of SNR 

is given by: 
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• EPA 5Hz 

Rb [bps]= ൝
ቀ0.0011·ρ[dB]+4.7978ቁ ·2·104,  0<ρ[dB]<2

4800000 ,  2<ρ[dB]<6
                                                                   (B.31) 

• ETU 70Hz 

Rb [bps]=

ە
ۖ
۔

ۖ
ቀ0.1751·ρ[dB]+9.1904ቁۓ ·104 ,  0<ρ[dB]<2

ቀ0.0297·ρ[dB]+9.1904ቁ ·104 ,  2<ρ[dB]<4
96000 ,  4<ρ[dB]<6

                                                                     (B.32) 

For 16 QAM with a coding rate of 3/4and MIMO configuration of 4×4 the throughput in function of SNR 

is given by: 

• EPA 5Hz 

Rb [bps]=

ە
ۖ
۔

ۖ
ቀ-0.0045·ρሾdBሿۓ

4 +0.062·ρሾdBሿ
3 -0.1263·ρሾdBሿ

2 +0.7612·ρሾdBሿ+9.4781ቁ ·2·104,  0<ρ[dB]<8 

ቀ-0.0078·ρ[dB]
2 +0.1979·ρ[dB]+3.0807ቁ ·105,  8<ρ[dB]<14

432000 , 14<ρ[dB]<18

    (B.33) 

• ETU 70Hz 

Rb [bps]=

ە
ۖ
۔

ۖ
ቀ-0.000703·ρሾdBሿۓ

4 +0.01481·ρሾdBሿ
3 -0.0874·ρሾdBሿ

2 +0.3562·ρሾdBሿ+1.4951ቁ ·105, 0<ρ[dB]<10

ቀ0.0126·ρሾdBሿ
3 -0.5935·ρሾdBሿ

2 +9.2854·ρሾdBሿ-5.1927ቁ ·104 , 10<ρ[dB]<16 
430473 , 16<ρ[dB]<18

    

(B.34) 

For 64 QAM with a coding rate of 5/6 and MIMO configuration of 4×4 the throughput in function of 

SNR is given by: 

• EPA 5Hz 

Rb [bps]=

ە
ۖ
۔

ۖ
൭ۓ

-0.0005·ρሾdBሿ
5 +0.017975·ρሾdBሿ

4 -0.2035·ρሾdBሿ
3 +

+0.7046·ρሾdBሿ
2 +1.8927·ρሾdBሿ+4.6679

൱ ·2·104 , 0<ρ[dB]<14
  

ቀ-0.0064·ρ[dB]
2 +0.2227·ρ[dB]-1.2142ቁ ·106, 14<ρ[dB]<18

720800 ,  18<ρ[dB]<24 

                            (B.35) 

• ETU 70Hz 

Rb [bps]= ൞
൫0.000285·ρሾdBሿ

4 -0.005537·ρሾdBሿ
3 +0.01017·ρሾdBሿ

2 +0.38058·ρሾdBሿ+0.9 ൯·105, 0<ρ[dB]<14 
  

ቀ0.000269·ρ[dB]
3 -0.0182·ρ[dB]

2 +0.4118·ρ[dB]-2.5431ቁ ·106, 14<ρ[dB]<24
  

(B.36) 
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Table B.4. Mean relative error for the throughput in function of SNR interpolation curves. 

Modulation  Mean Relative Error [%]

EPA 5Hz 

Mean Relative Error [%] 

ETU 70Hz 

QPSK 

DL 5.3 0 

UL 2×2 0.1 0.4 

UL 4×4 0 0 

16QAM 

DL 4.6 0.5 

UL 2×2 0.9 0.7 

UL 4×4 0.2 0.7 

64QAM 

DL 15.2 1 

UL 2×2 0.8 24.4 

UL 4×4 0.5 24.4 

 

At Table B.5 and Table B.6 the maximum values for the interpolation according the modulation, 

channel, MIMO configuration and bandwidth for DL and UL, respectively. 

Table B.5. Maximum values for each DL interpolation. 

Maximum Throughput [Mbps] 

Modulation Channel MIMO 
Bandwidth [MHz] 

1.4 3 5 10 15 20 

QPSK 
EPA 

2x2 0.99 2.47 4.12 8.24 12.36 16.48 
4x4 1.98 4.94 8.24 16.48 24.72 32.95 

ETU 
2x2 0.93 2.33 3.88 7.77 11.65 15.54 
4x4 1.86 4.66 7.77 15.54 23.31 31.08 

16QAM 
EPA 

2x2 2.95 7.36 12.27 24.55 36.82 49.09 
4x4 5.89 14.73 24.55 49.09 73.64 98.18 

ETU 
2x2 2.81 7.03 11.72 23.44 35.16 46.88 
4x4 5.63 14.07 23.44 46.88 70.33 93.77 

64QAM 
EPA 

2x2 6.41 16.01 26.69 53.38 80.06 106.75 
4x4 12.81 32.03 53.38 106.75 160.13 213.50 

ETU 
2x2 6.28 15.69 26.16 52.31 78.47 104.63 
4x4 12.56 31.39 52.31 104.63 156.94 209.25 
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Table B.6. Maximum values for each UL interpolation. 

Maximum Throughput [Mbps] 

Modulation Channel MIMO 
Bandwidth [MHz] 

1.4 3 5 10 15 20 

QPSK 
EPA 

2x2 0.49 1.23 2.06 4.11 6.17 8.23 
4x4 0.49 1.23 2.06 4.11 6.17 8.23 

ETU 
2x2 0.49 1.23 2.05 4.11 6.16 8.22 
4x4 0.49 1.23 2.06 4.11 6.17 8.23 

16QAM 
EPA 

2x2 2.14 5.35 8.92 17.84 26.76 35.68 
4x4 2.14 5.35 8.91 17.82 26.74 35.65 

ETU 
2x2 2.16 5.41 9.02 18.03 27.05 36.07 
4x4 2.20 5.51 9.18 18.36 27.54 36.71 

64QAM 
EPA 

2x2 3.62 9.04 15.07 30.15 45.22 60.29 
4x4 3.65 9.12 15.19 30.38 45.58 60.77 

ETU 
2x2 2.54 6.35 10.59 21.18 31.77 42.36 
4x4 2.96 7.41 12.35 24.69 37.04 49.38 
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Annex C – Relative MIMO Gain Model 
Annex C – Relative MIMO Gain Model 

In order to predict the improvement in capacity of using MIMO over SISO based on simulation results, 

the RMG Model, [KuCo07], was chosen. The description of this model is next presented based on 

[KuCo07] and [Bati08]. The model of the capacity gains of MIMO described in [KuCo07] is based on 

simulation results from a MIMO radio channel simulator that takes into account the Geometrically 

Based Single Bounce (GBSB) channel model. 

The RMG is defined as the ratio between the MIMO and SISO capacities of a radio link (2.10), with the 

RMG model being a statistical model developed to approximate the distribution of the RMG, based on 

simulation results. In order to maintain a low-complexity of the model, the distribution of the RMG is 

modelled with an inverse Sigmoid function (also known as logistic function or S-shape function), which 

is completely modelled by its mean and variance. The general sigmoid function is given by: 

1( , , )
1

x
s

x s
e

−μ
−

δ μ =
+

                                                                                                                            (C.1) 

where: 

• μ, is the mean value of the distribution; 

• s, is the determines the slope which is related to 2σ  by: 
2

2

3
sπ

σ = 2                                                                                                                              (C.2) 

•  is the variance; 2σ

Both the mean value and the variance depend on the number of Tx and Rx antennas, while the mean 

value also depends on the distance between Tx and Rx. Focusing on obtaining a model that gives a 

realistic statistical RMG as a result, the inverse of the distribution is required: 

23 ( , , ) 1( , , ) ( , , ) lnRMG T R
RMG RMG RMG T R

d N N ug u d N N
u

σ −
μ σ = μ −

π
                                                            (C.3) 

where: 

• u, is the random value with a Uniform distribution, i.e., u = U[0,1]; 

• d, is the distance between BS and MT; 

• σ2
RMG(d,NT,NR), is the variance depending on the cell type, NT and NR; 

• μRMG(d,NT,NR), is the average RMG depending on the cell type, NT and NR. 

In Table C.1, the simulation parameters of the default RMG model are presented. The values for the 

variance needed for this thesis are presented in Table C.2, and the mean results of the RMG model 

are presented in Table C.3 and Table C.4. Other values for others MIMO configurations are in 

[KuCo07]. In Figure C.1, one can see the modelled values of the RMG plotted for various antenna 

configurations and its variation with distance.  

 



 

Table C.1 Simulation parameters (extracted from [KuCo07]). 

Carrier frequency [GHz] 2 

Bandwidth [MHz] 5 

Time resolution (receiver filter) [ns] 200 

Antenna spacing λ 

Noise floor -150 

SNR [dB] 10 

Cluster density [10-4 m2] 
pico Micro macro 

8.9 2.2 2.2 

Avg. number of scatterers per cluster 10 

NT [2 - 16] 

NR [2 - 16] 

Number of runs 100 

Distance [m] 
pico Micro macro 

[10 – 60] [100 – 600] [1200 – 2400] 
 

Table C.2 Variance for different number of Tx and Rx antennas (adapted from [KuCo07]). 

σ2
RMG(10-3) [10 – 60] m [100 – 600] m [1200 – 2400] m 

NR 2 4 2 4 2 4 

NT 
2 18.5 10.4 24.0 15.9 1.9 1.8 

4 11.8 45.4 15.9 71.4 0.8 1.1 

 

Table C.3. μRMG for systems with NT/R = 2 for different distances (adapted from [KuCo07]). 

NR/T μRMG 

2 1.54
 

Table C.4. μRMG for systems with NT/R  > 2 for different distances (adapted from [KuCo07]). 

NT × NR Range [m] μRMG 

4 4 × 10-31 50.32d[km] + 1.77 

31-57 3.36 

4 4 × 57-686 -2.00d[km] + 3.47 

4 4 × 686-2400 2.10 
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Figure C.1. Distribution of the RMG for multiple antenna configurations (extracted from [Bati08]). 

 



Annex D – Services’ Characterisation 
Annex D – Services’ Characterisation 

The user’s generator program is based on parameters provided by the MOMENTUM project, 

[MOME04]. The previously existing profiles were adapted to the new services, Table D.1, having a 

relation between the service traffic distribution files used in this thesis and the ones from 

MOMEMTUM, with similar service percentages. All the other input parameters were left unchanged, 

being the ones used in [CoLa06]. In Table D.2, the services’ penetration percentages and QoS priority 

list for the scenarios studied are presented. 

Table D.1. Traffic distribution files correspondence. 

MOMENTUM traffic distribution 
file 

New traffic distribution 
file 

Service name 

Streaming3.rst Voice.rst Voice 

Speech3.rst 
Web.rst Web 

P2P.rst P2P 

E-mail3.rst Streaming.rst Streaming 

File_down3.rst Chat.rst Chat 

MMS3.rst 
Email.srt Email 

FTP.rst FTP 
 

Table D.2. Default and alternative scenarios characterisation. 

Services 

Penetration 
Percentage [%] 

Penetration Percentage [%] QoS 
priority 

Default Alternative 1 Alternative 2 

Voice 5 10 5 1 

Web 44.1 41.8 46.8 2 

P2P 40.1 38 38 7 

Streaming 5.9 5.6 5.6 3 

Chat 2.9 2.8 2.8 6 

Email 1 0.9 0.9 4 

FTP 1 0.9 0.9 5 
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Annex E – LTE Reduction Strategies 
Annex E – LTE Reduction Strategies 

In this annex, the flow charts regarding the LTE reduction strategies are presented. The three 

reduction algorithms are: “Throughput reduction”, Figure E.1, “QoS class reduction”, Figure E.2, and 

“QoS one by one reduction”, Figure E.3. 

 

Figure E.1. LTE algorithm for the “Reduction throughput” strategy. 
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Figure E.2. LTE algorithm for the “QoS class reduction” strategy. 
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Figure E.3. LTE algorithm for the “QoS one by one reduction” strategy. 



Annex F – Single User Model Interface 
Annex F – Single User Model Interface 

In this annex, the single user and single service model interface is presented for LTE-DL. 

 

Figure F.1. DL single service user model interface. 

After choosing the several parameters, Figure F.1, it is necessary to press the Graphic button to have 

a graphic of the radius as a function of the possible throughput, Figure F.2, or the Next button in order 

to have the radius for a specific throughput, Figure F.3. In the last option, it is possible do go back to 

change the parameter if desired, or to put the throughput desired and press on the Run button and 

obtain the result, Figure F.4. If is not possible to obtaining the desired throughput with the 

configuration chosen a error message is shown with the valid range of the possible throughput. After 

obtain the result it is possible to run a new simulation pressing the button New Simulation, returning to 

the interface of Figure F.1. In all interfaces it is possible to exit of this program pressing in the Exit 

button. 

For UL, the single user model interface is equal with some differences in the input parameters. 

 

Figure F.2. DL single service user model interface for graphic option. 
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Figure F.3. DL single service user model interface to obtain the radius for a given throughput. 

 

Figure F.4. DL single service user model interface with results of the radius for a given throughput. 

 



Annex G – User’s Manual 
Annex G – User’s Manual 

In this annex, one presents the simulator’s user manual. To start the application, it is necessary to 

introduce 3 input files: 

• “Ant65deg.TAB”, with the BS antenna gain for all directions; 

• “DADOS_Lisboa.TAB”, with information regarding the city of Lisbon and all its districts; 

• “ZONAS_Lisboa.TAB”, with the area characterisation, like streets, gardens along with others, 

Figure G.1. 

 
Figure G.1. Window for the introduction of ZONAS_Lisboa.TAB file. 

After the introduction of the geographical information, a new options bar is displayed in MapInfo, 

where it is possible to choose between LTE-DL and LTE-UL, Figure G.2, and define the simulation’s 

characteristics. 

Among the several options that are available for DL and UL, the windows for the propagation model 

and services’ colours are common for both systems, Figure G.3 and Figure G.4, respectively, since 

the propagation model parameters are the same and the service’s colour are only a graphical 

information. 

With DL and UL Settings and windows, Figure G.5, it is possible to modify the different radio 

parameters of both systems, along with the reference scenario, reference services and reduction 

strategy. The default values are presented in Section 4.1. After choosing the parameters, the User 

Profile window is enabled, Figure G.6, and it is possible to change the maximum and minimum desired 

throughputs for each service, in both DL and UL User Profile windows. The values for the minimum 

throughput are the ones presented in Figure G.6 and Table 4.4, not being possible to define a 
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minimum service throughput lower than the ones presented. The maximum throughputs are defined 

by the maximum throughput that is possible to obtain due to bandwidth, MIMO configuration and 

modulation. 

 
Figure G.2. View of the simulator and menu bar with the several options for each one of the systems. 

 
Figure G.3. Propagation model parameters 

 
Figure G.4. Services’ colour assignment. 
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(a) DL (b) UL 

Figure G.5. DL and UL simulations’ parameters. 

     
(a) DL (b) UL 

Figure G.6. DL and UL maximum and minimum service throughput. 

               
(a) DL (b) UL 

Figure G.7. DL and UL traffic properties window. 
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After pressing the “OK” button, it is displayed in the “Message” window the results regarding the cell 

radius for the two reference services and the different services considered in Figure G.6. The window 

in Figure G.8 presents DL results. From now on, only DL windows are presented, since the 

procedures are identical for both links. 

Later, in the network setting window, the functionality “Insert Users” is activated, to introduce users in 

the network, by choosing one of the user files from the SIM application, Figure G.8. In Table G.1, one 

presents the relation between the number of users effectively considered and the ones that are 

necessary to consider as input parameter in the SIM program, as there are some users that are 

placed outside of the network area, not being considered in the analysis. Afterwards, the menu 

“Deploy Network” becomes active, requesting a file containing the BSs’ location, so that these can be 

placed in the city area, Figure G.9. 

Table G.1. Evaluation of the number of users considered taking several parameters into account. 

SIM input number of users Effective number of users 

1000 800 

1500 1200 

2000 1600 

2500 2000 
 

After showing Figure G.9, the menu “Run Simulation” is switched on, and when executed, the 

simulation takes place with the various simulations’ results being displayed by pressing the “OK” 

button. In Figure G.10, Figure G.11 and Figure G.12 the results for 228 BSs and around 1000 users 

are presented. 

 
Figure G.8. Visual aspect of the application after running the DL settings window. 
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Figure G.9. Result of the “Network Deployment” with 228 tri-sectored BSs’ coverage area. 

 
Figure G.10. DL instantaneous results for the city of Lisbon. 

115 



 

116 

 
Figure G.11. DL instantaneous results detailed by service for the city of Lisbon. 

 
Figure G.12. DL extrapolation results for the hour analysis. 

 



Annex H – One Reference Service Vs. 

Two Reference Services 
Annex H – One Reference Service Vs. Two Reference Services 

In this annex one shows the impact in terms of coverage on considering two reference services 

instead one.  

The reference service for the radius calculation was set at 7.7 Mbps, in DL, since this value is the 

lowest maximum for QPSK in the 10 MHz bandwidth. For UL, for the choice of the reference service 

the same criterion was considered as in DL, being set to 4 Mbps. Figure H.1 represents the coverage 

area, for DL and UL, with a reference service of 7.7 Mbps and 4 Mbps, respectively. As it can be seen, 

the uncovered area, mainly for UL, is high, 82.3% and 35% for UL and DL respectively and in 

approximately in 1600 user, 350 users, for DL, and 1174 users for UL, are in uncovered areas, i.e., 

25% and 71% of uncovered users for the same users input file. These simulations were made for the 

default scenario, Table 4.1. 

 
(a) DL (Reference Service – 7.7 Mbps) (b) UL (Reference Service – 4 Mbps) 

Figure H.1. Results for 228 tri-sectored BSs’ coverage area for one reference service. 

In order to improve the coverage area and users, the Lisbon city was divided in two zones according 

the density of BSs, Figure H.2. Zone 1 has a high density of BSs, so for this zone it is considered a 

higher reference service comparing to Zone 2, with a lowest BSs density, therefore two reference 

services are considered. For Zone 1 a reference service 1 of 7.7 Mbps was defined and for Zone 2 of 

5 Mbps, as default values, however it is possible to change these values, according to the limitation of 

the system, in the DL Settings Values’ window, Figure G.5. In UL for Zone 1 was set as a default value 

4 Mbps and in Zone 2 1.4 Mbps. Like in DL, it is possible to change these two values at UL Settings 

Values’ window, Figure G.5. 
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Figure H.2. Division of Lisbon in 2 zones. 

For the default values, 7.7 Mbps and 4Mbps for reference service 1 and 5 Mbps and 1.4 Mbps for 

reference service 2, for DL and UL respectively; the results are presented at Figure H.3. The 

uncovered area decreases to 20.7 % in DL and to 72.3% in UL and there are more 150 users covered 

in DL and 220 in UL, i.e., the coverage area raised 10% approximately, in both DL and UL, and there 

are 10% more covered user.  

 
(a) DL 

Reference Service 1 – 7.7 Mbps 

Reference Service 2 – 5 Mbps 

(b) UL 

Reference Service 1 – 4 Mbps 

Reference Service 2 – 1.4 Mbps 

Figure H.3. Results for 228 tri-sectored BSs’ coverage area for two reference services. 



Annex I – Single User Results 
Annex I – Single User Results 

In this annex, the DL, Table I.1, Table I.2 and Table I.3, and UL, Table I.4, Table I.5 and Table I.6, 

single cell radius results for the model presented in Section 3.1 are detailed. The values for the 

minimum throughput, when possible are 14.4 Mbps in DL and 5.8 Mbps for UL. For the scenarios that 

were not possible to have the established minimum throughput, only the maximum throughput radii 

were taken. Table B.5 and Table B.6 have the maximum throughputs for each scenario considered. 

Table I.1. DL single user radii for 900 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

QPSK 

Pedestrian 
2×2 Min.     1.28

Max. 2.19 1.72 1.51 1.26 1.13 1.05
4×4 Min. 1.53 1.44 1.33

Max. 2.19 1.72 1.51 1.26 1.13 1.05

Vehicular 
2×2 Min.     0.76

Max. 1.36 1.07 0.93 0.78 0.70 0.65
4×4 Min. 0.91 0.97 0.93

Max. 1.36 1.07 0.93 0.78 0.70 0.65

Indoor Low 
2×2 Min.     0.94

Max. 1.61 1.27 1.11 0.92 0.83 0.77
4×4 Min. 1.13 1.06 0.98

Max. 1.61 1.27 1.11 0.92 0.83 0.77

Indoor High
2×2 Min.     0.80

Max. 1.37 1.07 0.94 0.78 0.70 0.65
4×4 Min. 0.96 0.90 0.83

Max. 1.37 1.07 0.94 0.78 0.70 0.65

16QAM 

Pedestrian 
2×2 Min. 1.16 1.21 1.23

Max. 1.53 1.20 1.05 0.87 0.79 0.73
4×4 Min. 1.23 1.39 1.48 1.42 1.33

Max. 1.53 1.20 1.05 0.87 0.79 0.73

Vehicular 
2×2 Min. 0.70 0.76 0.78

Max. 0.95 0.74 0.65 0.54 0.49 0.45
4×4 Min. 0.84 0.93 0.89 0.85

Max. 0.95 0.84 0.65 0.54 0.49 0.45

Indoor Low 
2×2 Min. 0.85 0.89 0.90

Max. 1.12 0.88 0.77 0.64 0.58 0.53
4×4 Min. 0.90 1.02 1.08 1.04 0.98

Max. 1.12 0.88 0.77 0.64 0.58 0.53

Indoor High
2×2 Min. 0.72 0.76 0.77

Max. 0.95 0.75 0.65 0.54 0.49 0.45
4×4 Min. 0.77 0.87 0.92 0.89 0.83

Max. 0.95 0.75 0.65 0.54 0.49 0.45

64QAM 

Pedestrian 
2×2 Min. 0.72 0.77 1.01 1.01 0.97

Max. 0.83 0.66 0.57 0.48 0.43 0.40
4×4 Min. 0.95 1.22 1.17 1.10 1.04

Max. 0.83 0.66 0.57 0.48 0.43 0.40

Vehicular 
2×2 Min. 0.43 0.47 0.67 0.65 0.62

Max. 0.46 0.36 0.31 0.26 0.23 0.22
4×4 Min. 0.60 0.81 0.74 0.68 0.64

Max. 0.46 0.36 0.31 0.26 0.23 0.22

Indoor Low 2×2 Min. 0.53 0.56 0.74 0.74 0.71
Max. 0.61 0.48 0.42 0.35 0.32 0.29

4×4 Min. 0.70 0.89 0.86 0.80 0.76
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Table I.1 (Cont.). DL single user radii for 900 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz]] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

64QAM 

Indoor Low 4×4 Max. 0.61 0.48 0.42 0.35 0.32 0.29

Indoor High
2×2 Min. 0.45 0.48 0.63 0.63 0.61

Max. 0.52 0.41 0.36 0.30 0.27 0.25
4×4 Min. 0.59 0.76 0.73 0.68 0.65

Max. 0.52 0.41 0.36 0.30 0.27 0.25

Table I.2. DL single user radii for 2100 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

QPSK 

Pedestrian 
2×2 Min.   0.50

Max. 0.86 0.67 0.59 0.49 0.44 0.41
4×4 Min. 0.60 0.56 0.52

Max. 0.86 0.67 0.59 0.49 0.44 0.41

Vehicular 
2×2 Min.   0.19

Max. 0.34 0.27 0.23 0.19 0.17 0.16
4×4 Min. 0.23 0.24 0.23

Max. 0.34 0.27 0.23 0.19 0.17 0.16

Indoor Low 
2×2 Min.   0.23

Max. 0.40 0.32 0.28 0.23 0.21 0.19
4×4 Min. 0.28 0.26 0.24

Max. 0.40 0.32 0.28 0.23 0.21 0.19

Indoor High 
2×2 Min.   0.13

Max. 0.22 0.17 0.15 0.13 0.11 0.10
4×4 Min. 0.15 0.14 0.13

Max. 0.22 0.17 0.15 0.13 0.11 0.10

16QAM 

Pedestrian 
2×2 Min. 0.45 0.47 0.48

Max. 0.60 0.47 0.41 0.34 0.31 0.28
4×4 Min. 0.48 0.54 0.58 0.55 0.52

Max. 0.60 0.47 0.41 0.34 0.31 0.28

Vehicular 
2×2 Min. 0.17 0.19 0.19

Max. 0.24 0.19 0.16 0.13 0.12 0.11
4×4 Min. 0.21 0.23 0.22 0.21

Max. 0.24 0.21 0.16 0.13 0.12 0.11

Indoor Low 
2×2 Min. 0.21 0.22 0.22

Max. 0.28 0.22 0.19 0.16 0.14 0.13
4×4 Min. 0.23 0.25 0.27 0.26 0.24

Max. 0.28 0.22 0.19 0.16 0.14 0.13

Indoor High 
2×2 Min. 0.12 0.12 0.12

Max. 0.15 0.12 0.10 0.09 0.08 0.07
4×4 Min. 0.12 0.14 0.15 0.14 0.13

Max. 0.15 0.12 0.10 0.09 0.08 0.07

64QAM 

Pedestrian 
2×2 Min. 0.28 0.30 0.40 0.39 0.38

Max. 0.33 0.26 0.22 0.19 0.17 0.16
4×4 Min. 0.37 0.47 0.46 0.43 0.41

Max. 0.33 0.26 0.22 0.19 0.17 0.16

Vehicular 
2×2 Min. 0.11 0.12 0.17 0.16 0.15

Max. 0.11 0.09 0.08 0.07 0.06 0.05
4×4 Min. 0.15 0.20 0.18 0.17 0.16

Max. 0.11 0.09 0.08 0.07 0.06 0.05

Indoor Low 
2×2 Min. 0.13 0.14 0.19 0.18 0.18

Max. 0.15 0.12 0.10 0.09 0.08 0.07
4×4 Min. 0.17 0.22 0.21 0.20 0.19

Max. 0.15 0.12 0.10 0.09 0.08 0.07
Indoor High 2×2 Min. 0.07 0.08 0.10 0.10 0.10
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Table I.2 (Cont.). DL single user radii for 2100 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

64QAM Indoor High 
2×2 Max. 0.08 0.07 0.06 0.05 0.04 0.04
4×4 Min. 0.09 0.12 0.12 0.11 0.10

Max. 0.08 0.07 0.06 0.05 0.04 0.04

Table I.3. DL single user radii for 2600 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

QPSK 

Pedestrian 
2×2 Min.     0.36

Max. 0.62 0.48 0.42 0.35 0.32 0.29
4×4 Min. 0.43 0.40 0.37

Max. 0.62 0.48 0.42 0.35 0.32 0.29

Vehicular 
2×2 Min.     0.14

Max. 0.24 0.19 0.17 0.14 0.13 0.12
4×4 Min. 0.16 0.17 0.17

Max. 0.24 0.19 0.17 0.14 0.13 0.12

Indoor Low 
2×2 Min.     0.17

Max. 0.29 0.23 0.20 0.17 0.15 0.14
4×4 Min. 0.20 0.19 0.18

Max. 0.29 0.23 0.20 0.17 0.15 0.14

Indoor High
2×2 Min.     0.09

Max. 0.16 0.12 0.11 0.09 0.08 0.08
4×4 Min. 0.11 0.10 0.10

Max. 0.16 0.12 0.11 0.09 0.08 0.08

16QAM 

Pedestrian 
2×2 Min. 0.32 0.34 0.34

Max. 0.43 0.34 0.29 0.25 0.22 0.20
4×4 Min. 0.34 0.39 0.41 0.40 0.37

Max. 0.43 0.34 0.29 0.25 0.22 0.20

Vehicular 
2×2 Min. 0.13 0.14 0.14

Max. 0.17 0.13 0.12 0.10 0.09 0.08
4×4 Min. 0.00 0.00 0.15 0.17 0.16 0.15

Max. 0.17 0.15 0.12 0.10 0.09 0.08

Indoor Low 
2×2 Min. 0.15 0.16 0.16

Max. 0.20 0.16 0.14 0.11 0.10 0.10
4×4 Min. 0.16 0.18 0.19 0.19 0.18

Max. 0.20 0.16 0.14 0.11 0.10 0.10

Indoor High
2×2 Min. 0.08 0.09 0.09

Max. 0.11 0.09 0.08 0.06 0.06 0.05
4×4 Min. 0.09 0.10 0.11 0.10 0.10

Max. 0.11 0.09 0.08 0.06 0.06 0.05

64QAM 

Pedestrian 
2×2 Min. 0.20 0.22 0.28 0.28 0.27

Max. 0.23 0.18 0.16 0.13 0.12 0.11
4×4 Min. 0.27 0.34 0.33 0.31 0.29

Max. 0.23 0.18 0.16 0.13 0.12 0.11

Vehicular 
2×2 Min. 0.08 0.08 0.12 0.12 0.11

Max. 0.08 0.06 0.06 0.05 0.04 0.04
4×4 Min. 0.11 0.14 0.13 0.12 0.12

Max. 0.08 0.06 0.06 0.05 0.04 0.04

Indoor Low 
2×2 Min. 0.10 0.10 0.13 0.13 0.13

Max. 0.11 0.09 0.08 0.06 0.06 0.05
4×4 Min. 0.13 0.16 0.15 0.14 0.14

Max. 0.11 0.09 0.08 0.06 0.06 0.05

Indoor High
2×2 Min. 0.05 0.06 0.07 0.07 0.07

Max. 0.06 0.05 0.04 0.03 0.03 0.03
4×4 Min. 0.07 0.09 0.08 0.08 0.07

Max. 0.06 0.05 0.04 0.03 0.03 0.03
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Table I.4. UL single user radii for 900 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

QPSK 

Pedestrian 
2×2 Min.   0.60 0.55

Max. 0.77 0.61 0.53 0.44 0.40 0.37
4×4 Min.   0.60 0.55

Max. 1.03 0.81 0.71 0.59 0.53 0.49

Vehicular 
2×2 Min.   0.31 0.37

Max. 0.48 0.37 0.33 0.27 0.24 0.23
4×4 Min.   0.40 0.37

Max. 0.68 0.48 0.42 0.35 0.31 0.29

Indoor Low 
2×2 Min.   0.41 0.38

Max. 0.53 0.42 0.36 0.30 0.27 0.25
4×4 Min.   0.41 0.38

Max. 0.71 0.55 0.48 0.40 0.36 0.34

Indoor High
2×2 Min.   0.35 0.32

Max. 0.45 0.36 0.31 0.26 0.23 0.22
4×4 Min.   0.35 0.32

Max. 0.60 0.47 0.41 0.34 0.31 0.29

16QAM 

Pedestrian 
2×2 Min. 0.49 0.59 0.58 0.54

Max. 0.50 0.39 0.34 0.28 0.25 0.24
4×4 Min. 0.62 0.66 0.60 0.55

Max. 0.71 0.56 0.49 0.41 0.37 0.34

Vehicular 
2×2 Min. 0.30 0.38 0.40 0.33

Max. 0.26 0.21 0.18 0.15 0.13 0.12
4×4 Min. 0.37 0.44 0.40 0.37

Max. 0.37 0.29 0.26 0.21 0.13 0.18

Indoor Low 
2×2 Min. 0.34 0.40 0.40 0.37

Max. 0.34 0.27 0.23 0.19 0.17 0.16
4×4 Min. 0.43 0.46 0.41 0.38

Max. 0.49 0.39 0.34 0.28 0.25 0.23

Indoor High
2×2 Min. 0.29 0.34 0.34 0.31

Max. 0.29 0.23 0.20 0.17 0.15 0.14
4×4 Min. 0.36 0.39 0.35 0.32

Max. 0.42 0.33 0.29 0.24 0.22 0.20

64QAM 

Pedestrian 
2×2 Min. 0.37 0.48 0.51 0.47 0.43

Max. 0.31 0.24 0.21 0.18 0.16 0.15
4×4 Min. 0.48 0.64 0.63 0.47 0.55

Max. 0.44 0.35 0.31 0.25 0.23 0.21

Vehicular 
2×2 Min. 0.17 0.29 0.34 0.31 0.29

Max. 0.18 0.14 0.12 0.10 0.09 0.09
4×4 Min. 0.24 0.37 0.41 0.40 0.37

Max. 0.23 0.18 0.16 0.13 0.12 0.11

Indoor Low 
2×2 Min. 0.25 0.33 0.35 0.32 0.30

Max. 0.21 0.17 0.14 0.12 0.11 0.10
4×4 Min. 0.33 0.44 0.43 0.32 0.38

Max. 0.31 0.24 0.21 0.17 0.16 0.15

Indoor High
2×2 Min. 0.22 0.28 0.30 0.27 0.25

Max. 0.18 0.14 0.12 0.10 0.09 0.09
4×4 Min. 0.28 0.38 0.37 0.27 0.32

Max. 0.26 0.20 0.18 0.15 0.13 0.12
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Table I.5. UL single user radii for 2100 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

QPSK 

Pedestrian 
2×2 Min.   0.26 0.23

Max. 0.33 0.26 0.23 0.19 0.17 0.16
4×4 Min.   0.18 0.16

Max. 0.30 0.24 0.21 0.17 0.16 0.14

Vehicular 
2×2 Min.   0.09 0.10

Max. 0.13 0.10 0.09 0.07 0.07 0.06
4×4 Min.   0.10 0.09

Max. 0.17 0.12 0.10 0.09 0.08 0.07

Indoor Low 
2×2 Min.   0.11 0.10

Max. 0.14 0.11 0.10 0.08 0.07 0.07
4×4 Min.   0.08 0.07

Max. 0.13 0.11 0.09 0.08 0.07 0.06

Indoor High
2×2 Min.   0.06 0.06

Max. 0.08 0.06 0.05 0.05 0.04 0.04
4×4 Min.   0.04 0.04

Max. 0.07 0.06 0.05 0.04 0.04 0.03

16QAM 

Pedestrian 
2×2 Min. 0.21 0.25 0.25 0.23

Max. 0.21 0.17 0.14 0.12 0.11 0.10
4×4 Min. 0.18 0.20 0.18 0.16

Max. 0.30 0.17 0.14 0.12 0.11 0.10

Vehicular 
2×2 Min. 0.08 0.10 0.11 0.09

Max. 0.07 0.06 0.05 0.04 0.04 0.03
4×4 Min. 0.09 0.11 0.10 0.09

Max. 0.17 0.07 0.06 0.05 0.03 0.04

Indoor Low 
2×2 Min. 0.09 0.11 0.11 0.10

Max. 0.09 0.07 0.06 0.05 0.05 0.04
4×4 Min. 0.08 0.09 0.08 0.07

Max. 0.13 0.07 0.06 0.05 0.05 0.04

Indoor High
2×2 Min. 0.05 0.06 0.06 0.05

Max. 0.05 0.04 0.03 0.03 0.03 0.02
4×4 Min. 0.04 0.05 0.04 0.04

Max. 0.07 0.04 0.03 0.03 0.03 0.02

64QAM 

Pedestrian 
2×2 Min. 0.16 0.21 0.22 0.20 0.18

Max. 0.13 0.10 0.09 0.07 0.07 0.06
4×4 Min. 0.14 0.19 0.19 0.14 0.16

Max. 0.19 0.10 0.09 0.07 0.07 0.06

Vehicular 
2×2 Min. 0.05 0.08 0.09 0.08 0.08

Max. 0.05 0.04 0.03 0.03 0.03 0.02
4×4 Min. 0.06 0.09 0.10 0.10 0.09

Max. 0.17 0.04 0.04 0.03 0.03 0.03

Indoor Low 
2×2 Min. 0.07 0.09 0.10 0.09 0.08

Max. 0.06 0.05 0.04 0.03 0.03 0.03
4×4 Min. 0.06 0.08 0.08 0.06 0.07

Max. 0.13 0.05 0.04 0.03 0.03 0.03

Indoor High
2×2 Min. 0.04 0.05 0.05 0.05 0.04

Max. 0.03 0.02 0.02 0.02 0.02 0.01
4×4 Min. 0.03 0.05 0.04 0.03 0.04

Max. 0.07 0.02 0.02 0.02 0.02 0.02
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Table I.6. UL single user radii for 2600 MHz frequency band. 

RADIUS [km] 
Bandwidth [MHz] 

Modulation Environment MIMO Throughput 1.4 3 5 10 15 20

QPSK 

Pedestrian 
2×2 Min.   0.17 0.16

Max. 0.22 0.18 0.15 0.13 0.11 0.11
4×4 Min.   0.12 0.11

Max. 0.21 0.16 0.14 0.12 0.11 0.10

Vehicular 
2×2 Min.   0.06 0.07

Max. 0.09 0.07 0.06 0.05 0.05 0.04
4×4 Min.   0.07 0.06

Max. 0.12 0.08 0.07 0.06 0.05 0.05

Indoor Low 
2×2 Min.   0.08 0.07

Max. 0.10 0.08 0.07 0.06 0.05 0.05
4×4 Min.   0.05 0.05

Max. 0.09 0.07 0.06 0.05 0.05 0.04

Indoor High
2×2 Min.   0.04 0.04

Max. 0.05 0.04 0.04 0.03 0.03 0.03
4×4 Min.   0.03 0.03

Max. 0.05 0.04 0.03 0.03 0.03 0.02

16QAM 

Pedestrian 
2×2 Min. 0.14 0.17 0.17 0.15

Max. 0.22 0.11 0.10 0.08 0.07 0.07
4×4 Min. 0.12 0.13 0.12 0.11

Max. 0.21 0.11 0.10 0.08 0.07 0.07

Vehicular 
2×2 Min. 0.06 0.07 0.07 0.06

Max. 0.09 0.04 0.03 0.03 0.02 0.02
4×4 Min. 0.06 0.07 0.07 0.06

Max. 0.12 0.05 0.04 0.04 0.02 0.03

Indoor Low 
2×2 Min. 0.06 0.07 0.07 0.07

Max. 0.10 0.05 0.04 0.04 0.03 0.03
4×4 Min. 0.05 0.06 0.05 0.05

Max. 0.09 0.05 0.04 0.04 0.03 0.03

Indoor High
2×2 Min. 0.03 0.04 0.04 0.04

Max. 0.05 0.03 0.02 0.02 0.02 0.02
4×4 Min. 0.03 0.03 0.03 0.03

Max. 0.05 0.03 0.02 0.02 0.02 0.02

64QAM 

Pedestrian 
2×2 Min. 0.11 0.14 0.15 0.13 0.13

Max. 0.08 0.07 0.06 0.05 0.05 0.04
4×4 Min. 0.10 0.13 0.13 0.09 0.11

Max. 0.08 0.07 0.06 0.05 0.05 0.04

Vehicular 
2×2 Min. 0.03 0.05 0.06 0.06 0.05

Max. 0.13 0.03 0.02 0.02 0.02 0.02
4×4 Min. 0.04 0.06 0.07 0.07 0.06

Max. 0.12 0.03 0.03 0.02 0.02 0.02

Indoor Low 
2×2 Min. 0.05 0.06 0.06 0.06 0.06

Max. 0.10 0.03 0.03 0.02 0.02 0.02
4×4 Min. 0.04 0.06 0.06 0.04 0.05

Max. 0.09 0.03 0.03 0.02 0.02 0.02

Indoor High
2×2 Min. 0.03 0.03 0.04 0.03 0.03

Max. 0.05 0.02 0.01 0.01 0.01 0.01
4×4 Min. 0.02 0.03 0.03 0.02 0.03

Max. 0.05 0.02 0.01 0.01 0.01 0.01

 



Annex J – DL Additional Results 
Annex J – DL Additional Results 

In this annex, supplementary results regarding the DL analysis for the multiple scenario are presented. 

Concerning the bandwidth analysis the total number of users per hour and total network traffic are 

presented in Figure J.1 and the average network radius in Figure J.2. 

  
(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure J.1. DL Number of Users and Total Network Traffic for the bandwidths of 

3, 5, 10, 15 and 20 MHz. 
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Figure J.2. DL Average Network Radius for the bandwidths of 3, 5, 10, 15 and 20 MHz. 

For the frequency band variation, the average number of users and average network throughput for 

each modulation for the three frequency bands are presented in Figure J.3, the total number of users 

per hour and total network traffic are presented in Figure J.4 and the average number of RB is in 

Figure J.5. 
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(a) Average Number of Users. (b) Average Network Throughput. 
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Figure J.3. DL Numbers of Users and Average Throughput as function of the modulation for the 

frequency bands of 900, 2100 and 2600 MHz. 

  
(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure J.4. DL Total Users and Total Network Traffic for the frequency bands of 

900, 2100 and 2600 MHz. 
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Figure J.5. DL Average Number of RB for the frequency bands of 900, 2100 and 2600 MHz. 

The total number of users per hour and total network traffic for the 4×4 MIMO variation and split power 

fed variation are presented in Figure J.6 and the average number of RBs in Figure J.7. 
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(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure J.6. DL Total Users and Total Network Traffic for different MIMO and antenna power feeding 

configurations. 
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Figure J.7. DL Average Number of RB for different MIMO and antenna power feeding configurations. 

Regarding the alternative profiles studied the results for the average network radius and average 

satisfaction grade are presented in Figure J.8 , the average number of RBs and the average network 

throughput in Figure J.9. 

 
(a) Average Network Radius. (b) Average Satisfaction Grade. 
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Figure J.8. DL Network Radius and Satisfaction Grade for different profiles. 
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(a) Average Number of RBs. (b) Average Network Throughput. 
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Figure J.9. DL Number of RBs and Network Throughput for different profiles. 

Concerning the variation where the number of users was increased to 3000, in Figure J.10 one 

presents the average network radius and the average number of RBs and in Figure J.11 the total 

number of users per hour. 

  
(a) Average Network Radius. (b) Average Number of RBs. 
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Figure J.10. DL Network Radius and Number of RBs for 1600 and 3000 users’ scenario. 
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Figure J.11. DL Number of users for 1600 and 3000 Users’ scenario. 

 



Annex K – UL Additional Results 
Annex K – UL Additional Results 

In this annex, supplementary results regarding the UL analysis for the multiple scenario are presented. 

Concerning the bandwidth analysis the total number of users per hour and total network traffic are 

presented in Figure K.1 and the average network radius in Figure K.2. 

  
(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure K.1. UL Number of Users and Total Network Traffic for the bandwidths of 

3, 5, 10, 15 and 20 MHz. 
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Figure K.2. UL Average Network Radius for the bandwidths of 3, 5, 10, 15 and 20 MHz. 

For the frequency band variation, the average number of users and average network throughput for 

each modulation for the three frequency bands are presented in Figure K.3, the total number of users 

per hour and total network traffic are presented in Figure K.4 and the average number of RB is in 

Figure K.5. 
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(a) Average Number of Users. (b) Average Network Throughput. 
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Figure K.3. UL Numbers of Users and Average Throughput as a function of the modulation for the 

frequency bands of 900, 2100 and 2600 MHz. 

 
(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure K.4. UL Total Users and Total Network Traffic for the frequency bands of 

900, 2100 and 2600 MHz. 
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Figure K.5. UL Average Number of RB for the frequency bands of 900, 2100 and 2600 MHz. 

The total number of users per hour and total network traffic for the 4×4 MIMO variation and split power 

fed variation are presented in Figure K.6 and the average number of RBs in Figure K.7. 
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(a) Total Number of Users per Hour. (b) Total Network Traffic. 
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Figure K.6. UL Total Users and Total Network Traffic for different MIMO and antenna power feeding 

configurations. 
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Figure K.7. UL Average Number of RB for different MIMO and antenna power feeding configurations. 

Regarding the alternative profiles studied the average network radius and average satisfaction grade 

results are presented in Figure K.8, and, the average number of RBs and the average network 

throughput in Figure K.9. 
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Figure K.8. UL Network Radius and Satisfaction Grade for different profiles. 
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(a) Average Number of RBs. (b) Average Network Throughput. 
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Figure K.9. UL Number of RBs and Network Throughput for different profiles. 

Concerning the variation where the number of users was increased to 3000, in Figure K.10 one 

presents the average network radius and the average number of RBs and in Figure K.11 the total 

number of users per hour. 

 
(a) Average Network Radius. (b) Average Number of RBs. 
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Figure K.10. UL Network Radius and Number of RBs for 1600 and 3000 users’ scenario. 
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Figure K.11. UL Number of users for 1600 and 3000 Users’ scenario. 
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