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Abstract 

Abstract 

Air space surveillance systems are continuously in progress to increase the space capacity and 

safety. Multilateration is a proven technology to accurately identify aircraft. A latency model is 

developed to study the influence of delay in multilateration system, using different communication 

links. A coverage simulator is also developed as a tool for the study and design of new systems to be 

implemented. Finally, additional requirements of this system are analysed for a better understanding 

of it. In the latency model, it is shown that the influence of the delays is not important, and any kind of 

link can be used to provide communication from the different sensors to the central processor. The 

capacity of the links depends on the layers used for the communications, but for 250 airplanes the 

required capacity is around 276 kbps. Finally, a minimum number of 4 sensors are enough to run the 

location algorithm, but it does not meet the requirements for the tracking probability, a number in the 

range {5, é, 10} being necessary to do so. 

Keywords 

Surveillance, Multilateration, Requirements, Delay, Coverage. 
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Resumo 

Resumo 

Os sistemas de vigilância aérea estão continuamente em desenvolvimento com o objectivo de 

melhorar quer a capacidade de gestão do espaço aéreo quer a segurança da operação. 

Recentemente, apesar de conceptualmente ser já antiga, a Multilateração foi introduzida em sistemas 

de vigilância para a navegação aérea, considerando as suas potencialidades e os baixos custos 

associados. Um modelo de atraso é desenvolvido para estudar o efeito dos atrasos nos requisitos do 

sistema e a influência dos diferentes tipos de canais de comunicação. Um simulador de cobertura foi 

desenvolvido como ferramenta auxiliar para estudo e desenho de novos sistemas de multilateração 

que se pretendam futuramente instalar. Finalmente, mais requisitos deste recente sistema são 

analisados para melhor compreensão do funcionamento do seu próprio funcionamento. A influência 

dos atrasos no sistema não é significativa e pode ser utilizado qualquer tipo de meio de transmissão. 

A capacidade necessária em cada canal depende dos cabeçalhos usados, sendo que para 250 

aviões será próxima de 276 kbps. Finalmente, o número mínimo de 4 sensores para executar o 

algoritmo de localização, contudo não é suficiente para responder aos requisitos seguimento, sendo 

necessário um número na gama de {5, é, 10} para os respeitar. 

Palavras-chave 

Vigilância, Multilateração, Requisitos, Atraso, Cobertura. 
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Chapter 1 

Introduction 

1 Introduction 

This chapter gives a brief overview of the work. It includes the context in which the thesis was 

developed and the main motivations. At the end of the chapter, the work structure for the thesis is 

presented. 
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1.1 Overview 

Since the Wright brothers built the first airplane in the XIX century, the number of flying airplanes has 

been permanently increasing. A study conducted by Massachusetts Institute of Technology states that 

in 2006 almost 28 million airplanes flew, and that a growth of 4 to 5% is still expected in the next 10 

years [MIT11]. In June 2011, Portugal had 25 991 flights [ANA11], which does not contemplate every 

flights that travelled through the Portuguese airspace. These values give a brief overview of the 

increase in flights since the XIX century. 

Travelling by airplane is considered safer than by car, because there are very strict requirements in 

terms of safety. One of them is the surveillance technology required to monitor every target in the 

airspace. These surveillance systems must guarantee that a large number of airplanes travel 

simultaneously in the air safely. 

NAV Portugal is responsible for providing air traffic services in the Portuguese airspace in accordance 

with the international and national recommendations and standards. There is a lot of equipment 

required for the provision of the airspace surveillance, such as radars, radios or communication 

stations in many locations [NAV10], which involve a considerable investment, not only for the 

deployment as well as for the maintenance. Like any other company, every Air Navigation Service 

Provider (ANSP) need to upgrade their systemôs to provide the surveillance service with the higher 

level of safety to all aircraft in our airspace. All this must be performed in an efficient way, and with 

limited funds, so every new system implementation and upgrades must be carefully studied and 

analysed by a cost benefit analysis. 

With the performances of new telecommunication systems, the airspace surveillance technology could 

also improve the capacity to meet these safety requirements. There are three principles for 

surveillance defined by Eurocontrol [Euro05]: 

¶ An independent non-cooperative surveillance system to track all targets. This is provided by 

Primary Surveillance Radar (PSR) system, which is the oldest surveillance system. This system is 

not the most efficient one, but it is still recommended to be kept, because it is the only way of 

detecting a target if the electronic equipment fails. 

¶ An independent cooperative surveillance system to track cooperative targets, which means that 

even though it is required that the target sends a message, the localisation is calculated in the 

ground station. There are two systems to comply with this principle. The secondary surveillance 

radar (SSR) was the first system to be used in this category, but more recently a new system 

named Multilateration (MLAT) appeared and can replace the SSR. 

¶ A Dependent cooperative surveillance, which means that the localisation information is supplied 

by the flying target, instead of being calculated from the ground. The system that supports this 

principle is automatic dependent surveillance (ADS), which allows the ground station to receive a 

message with the airplanes location measured by their equipment. 
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The focus of this thesis is in the independent cooperative surveillance category, more specifically in 

the latest innovation which is MLAT. 

The historical surveillance technique for this principal is the SSR, which has been used since the 

1980s, although continuously being improved. But since the late 1990s that MLAT research has been 

increasing, mainly due to the United Kingdom and France, which have pilot systems in their airports 

[Euro08]. According to Figure 1-1, in the long term, the three different surveillance categories will 

focus on PSR, ADS and MLAT, with a progressive decrease in the use of the SSR. Beside the 

surveillance systems to be used in the future, Figure 1-1 also shows that the telecommunication 

systems to distribute the data and the surveillance data processing will continue to be used 

independently of the surveillance techniques used. 

 

Figure 1-1 - Future evolution in surveillance systems (extracted from [Euro08]). 

The difference between SSR and MLAT is large, and the technical differences are shown in Chapter 

2. The fact is that MLAT can replace the SSR in the independent cooperative surveillance system 

category, because it improves the efficiency, accuracy, infrastructure costs and safety. Another main 

advantage of the MLAT system is the possibility to monitor the airplanes on the grounds at an airport. 

Concerning MLAT and SSR costs, a study was performed by ERA [ERA10] (ERA is a surveillance 

systemôs manufacturer). The results provided by the study are shown in Figure 1-2. In terms of costs, 

there is a large difference in the acquisition and maintenance price, which will decrease a lot the 

expenses for the ANSPs. It shows that in terms of costs, the MLAT solution is better, being one of the 

reasons that it will be used in the long term. 

Beside the costs, there are two main characteristics that also give preference to MLAT, the accuracy 

of the system for close traffic and safety. According to Figure 1-3, the gain in accuracy is clear 

between the SSR (RADAR) and MLAT (WAMLAT). There is also an increase in safety because the 

MLAT system by itself is redundant, and even if some parts of the system fail it will continue to work, 

unlike SSR that if the radar itself needs to be maintained or fails, the system will stop working. 

Another part of the surveillance systems, which is analysed in this thesis, are the communication links 

used in air surveillance, which are very important and will have to be used always. In Figure 1-1 
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beside the surveillance techniques, it is also shown that the processing and distributing equipment will 

have always to be kept. Their role is the backbone of surveillance. Information must be distributed 

usually to more than one place, and that is accomplished by many telecommunication links spread 

through the network. In the MLAT case the telecommunication links will actually be more used than 

before, because the information gathering to provide an airplane location is not concentrated in one 

site, but in more than five, whose information will have to be forwarded to the same processing place. 

 

Figure 1-2 - Cost benefits of MLAT (extracted from [ERA10]). 

 

Figure 1-3 - Radar vs. MLAT Accuracy (extracted from [SmCa06]).  

In 2011, many MLAT systems have already been developed and many more are planned. Figure 1-4 

contains the countries that have already started to deploy MLAT systems. This map is not up to date, 

because Portugal and maybe some more countries have already started adopting MLAT as a 

surveillance system, and are not considered in it. Although SSR is a well-established system, the 

replacement by MLAT will happen in the near future; there are still many areas to cover within 

countries that have not started deploying systems, namely in Africa and South America. 

NAV Portugal has already an operational MLAT system in the Lisbon airport, which is used in this 

thesis to give more detail to the architecture and even to collect data to improve the analysis. Besides 

the already implemented system, there are four other systems, each one of them in a different 

environment. 
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The next system to become operational will be in Azores, to cover the central group of islands. This 

system is currently in the test phase and is expected to become operational this year. There are two 

other projects running; Lisbon Approach Area MLAT project, that is currently on the procurement 

phase and another project for Madeira and the North region of Portugal also currently on the 

procurement phase. 

 

Figure 1-4 - MLAT implementation worldwide (extracted from [ERA10]). 

The main goal of this thesis is to assess the current communication links used in the MLAT systems 

owned by NAV Portugal, to help developing the new system that will be implemented in the North 

region of Portugal, and to assess the Virtual Private Network connectionsô tolerable delay in the Lisbon 

system. To achieve these goals, two simulators were developed, one to analyse the delay in the 

communication links and the other to design the coverage in a MLAT system. This last simulator, 

besides the individual coverage calculations, also allows overlapping different antennasô coverage, 

which is useful for technologies that require coverage overlapping, such as MLAT. Finally, the 

surveillance requirements were crossed with the MLAT system, to check if the 4 sensors per location 

are enough to comply with them. 

Although there are many papers concerning different parts of MLAT there are few that analyse entire 

systems. This thesis innovation has two parts, in the telecommunication links assessment and in the 

system design. The first part considers the analysis of already implemented systems and the overall 

magnitude of the delay impact in each type of link to support a MLAT system. The other contribution is 

concerning the system design, which analyses some requirements that even though being considered 

by manufacturers, their implication has not yet been published.  

Also, the coverage simulator has the potential to be used as a tool for developing systems which need 

coverage overlapping. There are many coverage simulators in the market, including the one used by 

NAV Portugal, which some results are used in this thesis. But there are a few drawbacks because 

sometimes, it is not possible to get the intermediate values such has the land profile, the specific 

coordinates of the coverage analysis, the overlapping of different coverage maps and finally the paid 
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price. 

1.2 Motivation and Contents 

ñThe secret is the soul of businessò: this translated Portuguese saying is quite accurate in the 

technological business, because technology manufacturers, usually, are not willing to provide very 

specific details of their products. 

Every ANSP buy the MLAT systems from a manufacturer and, even though manufactures have the 

responsibility that the system meets the requirements, it is also important that the ANSP gets some 

knowhow of the implemented systems. It is important for working with the system and to judge 

critically the implementations proposals of the manufacturers. 

The present work is focused in assessing the MLAT telecommunication systems installed by NAV 

Portugal and also to provide a preliminary study for a system to be implemented in the North region of 

Portugal. In order to assess the telecommunication links, only two aspects were to be analysed, the 

required capacity for the links, and their maximum tolerable delay to comply with the MLAT system. 

The other main subject of the thesis is to study the coverage requirements of one system, and then to 

make a proposal of a possible system configuration to be implemented. A study of the localisation 

requirements is completed, and a complete proposal for a new system is presented. 

This thesis is composed of 5 chapters, including the present one, and 6 annexes. It is organised in the 

following way: 

¶ In Chapter 2, one presents an introduction to the existing surveillance systems, including the 

technical principals of MLAT. The most common telecommunication links possible to use in a 

MLAT system are also described, and finally a state of the art in MLAT. 

¶ In Chapter 3, the MLAT architecture and the three developed models for the latency, coverage 

analysis and to calculate the maximum latency in a communication link are presented. A 

description of both developed simulators based in the latency and coverage model is also 

presented. Finally, the MLAT requirements and their implication in the overall system are shown. 

¶ In Chapter 4, the results are presented. It includes both results of the simulators, meaning the 

expected delays of the current systems and the coverage studies performed for the North region 

of Portugal and the results of the maximum tolerable delay for the communication links in a 

system to be implemented. Other results are presented that are important to understand this 

system, such as the required telecommunication system capacity and how to meet the regulator 

recommendations. 

The final chapter of the thesis briefly summarizes every conclusion drawn from the work, but also 

gives a more global analysis of the problem under study. Finally some recommendations for future 

work are given in order to continue developing the MLAT understanding. 
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Chapter 2 

Basic Concepts 

2 Basic Concepts 

This chapter provides an overview of the current status of the air space surveillance systems, giving 

more detail to the multilateration systems. A brief description of the telecommunication links more 

commonly used in multilateration systems is presented, and the state of the art in this technology is 

addressed as well. 
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2.1 Air Space Surveillance 

Ever since the first airplanes that air surveillance became indispensable for civil or military traffic, and 

that many methods to supervise the air space in which MLAT is included are available. For military 

purposes, the most important feature is that the airplane may not want to be detected, so the detection 

must be made entirely from the ground independently of aircraft equipment carriage, but for civil use 

one must take advantage of the plane electronics to have more information. Figure 2-1 contains the 

available surveillance methods, each one of them considered limited by Line of Sight (LoS). 

 

Figure 2-1 - Surveillance environment (adapted from [Euro08]). 

The first surveillance method to appear was the radar, in this case the Primary Surveillance Radar 

(PSR). By being the first, it is also the most limited because it detects all flying objects but cannot 

distinguish among them. The radar transmitter sends a direct energy ray and the small proportion 

reflected on the object is detected by the radar receiver. The azimuth of the radar antenna gives the 

airplaneôs position angle while, by knowing the time taken for the pulse to hit the target and return, the 

distance of the target is calculated. In order to detect objects in the entire area, it is required for the 

radar to rotate with a certain frequency. There are three main disadvantages in using PSR: firstly, in 

terms of energy, it has a high consumption due to the radar rotation and the energy beam; secondly, 

there is no possibility of exchanging information; and finally, the radarôs received signal may be easily 

lost, because the path distance twice the distance between the airplane and the radar [Euro08]. 

Although there are many disadvantages, in case of electronic failure in the plane, this is the only 

usable method [Euro08]. 

In fact, for civil purposes, it is rarely necessary to use the primary radar, because there is no need for 

the airplane not being able to communicate with a ground facility. With the Secondary Surveillance 

Radar (SSR) a new window was opened, because now airplanes were able to send information from 

their navigation equipment to a receiver, giving their altitude and identification, which were not 

possible with the primary radar. To do so, a transponder was included in the airplane to receive and 

transmit information, working in the same frequency as the SSR. It operates based on queries and the 

target replies with a coded signal. FDM (Frequency Division Multiplexing) is used to separate the 

interrogations, ground station to airplane (1 030 MHz) from the replies airplane to ground station 

(1 090 MHz) [Euro08]. The transmitted reply messages, which are also used in MLAT systems, are 
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Modes A and C (Mode A/C) [Nav08]. With SSR, the distance between the radar and the airplane is 

calculated by the time difference between the interrogation and reply message. Adding this 

information to the altitude reports the airplane 3D position is known. This position is updated on every 

radar sweep, having a period in [4, 12] s, depending on the radar [Era10]. 

As shown in Figure 2-2, the information contained in Mode A/C messages is quite limited, having only 

12 bits for that purpose, even though being a 15 bits message. The 12 bits information is different 

between both Modes: for Mode A, the flight identification, also known as Squawk Ident, is transmitted, 

while in Mode C, the flight altitude, given by the airplane instruments, is transmitted. The problem of 

both Modes is that they are replies to a broadcast interrogation, meaning that to refresh an airplaneôs 

position, an interrogation broadcast message has to be sent and the airplane has to reply. 

 

Figure 2-2 - Mode A/C message (extracted from [Euro08]). 

SSR Mode S (Select) is an improvement of the simple SSR system with Modes A and C, because with 

this Mode it is possible to make selective interrogations. Airplanes are now identified by a unique 24 

bit address, which is included in the reply and interrogation message. Two Mode S messages were 

developed, a long one with 112 bits, Downlink Format (DF) 20 and DF 21, and a small one with 56 

bits, DF 04 and DF 05. Both Modes transmit the information from Modes A or C, but with some more 

fields beside the ones used in the conventional SSR. There are also equivalent DFs for squitter 

messages that are sent on a regular basis, without the request of the ground station. The messages 

structure is shown in Figure 2-3 and Figure 2-4. 

 

Figure 2-3 - Mode S messages (extracted from [Euro08]). 

The fields from each DF messages are described by: 

¶ Format number (FN): Contains the code for each DF. 

¶ Flight status (FS): Informs if the airplane is airborne or not. 

¶ Altitude Code (AC): Flight altitude, is sent in Mode DF04 and DF20 that corresponds to the Mode 

C message. 
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¶ Identification (ID): Airplane identification is sent in Mode DF05 and DF21, corresponding to the 

Mode A message that is not a unique code. 

¶ Address/parity (AP): Unique address of the airplane or error detection code. 

¶ Message B (MB): Real time data. 

¶ Address announced (AA): Unique address of the airplane. 

¶ Parity information (PI): Error detection code. 

¶ Message E (ME): Can transmit different information like: call sign and airplane category; airborne 

position; surface position or airborne velocity. 

 

Figure 2-4 - Mode S squitter messages (extracted from [Euro08]). 

Both surveillance techniques, PSR and SSR, are only used for air-ground communications, but with 

the final surveillance method, Automatic Dependent Surveillance (ADS), the airplane can control its 

own positioning and navigate without ground support. The ADS system relies on the own airplane on-

board navigation systems, such as altitude, position or projected flight path, to report the information to 

the ground station or to other airplanes. There are two Modes for ADS, ADS-Contract and ADS-

Broadcast (ADS-B). ADS-C is used to provide information obtained by the own on-board sensors to a 

ground station on regular bases defined upon the setting of a contract, and if the airplane is not within 

the range of the station, it uses a satellite data link. This type of ADS is not supported by any MLAT 

system because it has a different frequency [Nav08]. 

ADS-B is the only ADS system supported by MLAT. It is a surveillance application that transmits, on a 

regular basis, parameters such as position, track, and ground speed, through a broadcast data link, 

which can be received by any airplane with this system or ground station within range. This type of 

system revolutionised surveillance, because an airplane, when airborne and without a ground station 

within range, can show every ADS-B messages received, from nearby airplanes, in the pilot display 

that helps navigation. The reports are sent within a certain time interval depending on the flight status, 

see Table 2-1, and the message structure is DF17, shown in Figure 2-4, and DF18 that has exactly 

the same structure as DF17. The difference between DF18 and DF17 is that DF18 is used for 

transmitters that cannot respond to interrogations, like a Reference Transmitter or a ground vehicle 

incorporated with a device that transmits its position, velocity and identification. 

The MLAT system is another surveillance system that must be compatible with every of the systems 

described, except the primary radar that does not involve any exchange of information. It is necessary 
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to consider the frequency and size of every message for the design of a system. 

Table 2-1 ï Squitter messages frequency (extracted from [Euro08]). 

 

2.2 Multilateration 

2.2.1 System Architecture 

The airplaneôs location is not only necessary to know when airborne, but also when it is on the ground, 

so recently a new system was developed to provide surveillance of Mode A/C, Mode S and ADS-B 

near the airport, MLAT [Euro08]. From now on, all airplanes are required to keep the transponders 

operational even if they are stationary. 

The MLAT working principle is based on separated sensors that receive the signal sent from an 

airplane, and by crossing information, they are capable of detecting the airplaneôs position, which is 

basically the same function as the SSR. Knowing the coordinates of at least three different sensors, 

and the signal time difference of arrival, the solution of gives the airplaneôs location. 

There are two sub types of MLAT, the Local Area Multilateration (LAM) and Wide Area Multilateration 

(WAM). The former is for airplanes and vehicles surveillance in the airports area, and obviously is not 

enough to replace SSR, because of the difference in surveillance domain. On the other hand, the 

latter is the option that can replace the SSR, because it is wide area, meaning that the sensors are 

widely spread to provide coverage of an area the same size, or wider than the SSR coverage in order 

to replace it. 

MLAT is defined by the method used to calculate the Time Difference of Arrival (TDOA) and by the 

method used to synchronise the sensors; depending on the chosen method, there are implications in 

the system architecture. For the TDOA method, there are two possibilities, cross correlation systems 

and Time of Arrival system (TOA): the former can be used with any signal and the TDOA is calculated 

through the cross-correlation between the signals, while in the latter, the time of arrival is measured in 

waveforms signals, such as the SSR transponder signals. TOA systems are widely used in 

multilateration, unlike cross correlation ones, so only this one is described in what follows, Figure 2-5 



 

  12 

presenting its architecture. 

 

Figure 2-5 ï MLAT TOA architecture (extracted from [Nev05]). 

The elements involved in this technique are: 

¶ Transponder: each airplane is incorporated with two transponders, one active and one backup, 

that is responsible for transmitting the messages from the airplane to the ground. 

¶ Antennas: they are spread through an area, depending on the desired coverage, receiving the 

Radio Frequency (RF) signal sent from the plane. 

¶ Down converter: it converts the RF signal to baseband. 

¶ Digitisation: it converts the signal into a digital representation.  

¶ TOA Measurement: it timestamps the message with the receiving time. 

¶ TOA Correlation: it calculates the time differences among the different signals received. 

¶ TDOA Algorithm: it calculates the airplane position with the time differences. 

¶ Tracker: it continuously plots the airplane position and may reject data to improve accuracy. 

The MLAT Central Processor (CP) is considered to include the blocks TOA correlation, TDOA 

algorithm and tracker, while the sensor includes the down converter, digitisation and TOA 

measurement. A telecommunication link is required to connect each sensor to the CP. 

The other fundamental characteristic in the architecture is the method of synchronisation used. Since 

all sensors have to precisely timestamp the message received, to calculate the TDOA, they all need to 

be synchronised, two possibilities being available: common and distributed clock systems. 

In common clock systems, the digitisation is done in the CP, so there is no need to synchronise the 

sensors. The problem with this topology is that the delay until the signal is received in the central 

station must be accurately known to calculate the TDOA; on the other hand, the receiver can be very 

simple and all the complexity is transferred to the central station. It should be taken into consideration 

that the CP is better placed in the middle, to reduce the communication link distances and have similar 

delay. The links to use with this type of synchronisation must be very fast and with a small jitter delay, 

which may only be accomplished by using microwave links and optical fibres [Nev05]. 
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Figure 2-6 - Common clock system architecture (extracted from [Nev05]). 

Finally, in the distributed clock system, receivers are more complex, because they need to handle the 

digitisation and timestamp before forwarding the message to the CP, but on the other hand there is 

much more flexibility for the communication link, because they support a much higher delay. The main 

disadvantage is that it is required to use a synchronisation technique for the sensors clock, which can 

be: transponder synchronised system; standalone Global Navigation Satellite System (GNSS) 

synchronised system; and common view GNSS synchronised system. Independently from the 

synchronisation technique, the architecture is always the same, as in Figure 2-7. The function of the 

synchronisation technique is to assure that all local clocks have the same time base. 

 

Figure 2-7 - Distributed clock system architecture (extracted from [Nev05]). 

According to the chosen system architecture, there are different requirements to the communication 

links between the sensors and the CP. In the case of a common clock system, the links must all have 

the minimum latency possible, so one should use fibre or microwave links, while with distributed clock 

systems, there are no latency requirements, because the timestamp has already occurred. Even 

though latency is not critical, it must be assured that the latency between the fastest and slowest links 

does not exceed a certain value, due to the MLAT processor constrains [Nev05]. 
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2.2.2 Time Difference of Arrival 

A MLAT system works on the principle of TDOA, the principles involved being based on Figure 2-8. 

The number of sensors required differs if the goal is to calculate the Two Dimensions (2-D) or Three 

Dimensions (3-D) position: in the former, three or more sensors are necessary, against the four or 

more for the latter. Both solutions may be used, because even if the system is not able to calculate the 

airplaneôs altitude, it may use the information sent from the airplane to have it. Defining ὼȟώȟᾀ  as 

the position of receiver Ὥ, ὼȟώȟᾀ as the airplane position, ὸ as the time the signal sent from the 

airplane, ὸ the time when the signal is received by receiver Ὥ, and ὧ the speed of light in vacuum, the 

following equation can be obtained for each sensor:  

ȿὼ ὼ ώ ώ ᾀ ᾀȿ ὧ ϳ Ȣὸ ὸ ȟὭ ‭ ρȟςȟσȟτ (2.1) 

 

Figure 2-8 - TDOA principle (extracted from [Euro08]). 

The MLAT processor then has to solve the equations system for one specific sensor (sensor 1). The 

solution is given by the intersection among N-1 hyperboloids, where N is the number of sensors 

involved in the TDOA method. The hyperboloids equations are shown in (2.2) and the graphical 

solution in Figure 2-9: 

ὼ ὼ ώ ώ ᾀ ᾀ ὼ ὼ ώ ώ ᾀ ᾀ

ὧ ϳ Ȣὸ ὸ , Ὥ ‭ ςȟσȟτ 
(2.2) 

 

Figure 2-9 - MLAT result (extracted from [Nev05]). 
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The solution of this system gives the airplaneôs position, but there is an error associated to the 

process, due to the error in the time-stamping, because sensors are not exactly synchronised. This 

error would increase if there was no time-stamping, because the accuracy of detecting the difference 

in propagation times in each link is smaller than the synchronisation accuracy. The more sensors 

involved in the process, the higher the system accuracy is [Euro08]. According to [Nev05], with a 

specific distribution of sensors, it is possible to achieve the SSR accuracy with only five sensors. 

2.3 Telecommunications Systems Supporting Multilateration 

2.3.1 Introduction 

The telecommunication system to use depends on the requirements of the service for which it is 

supporting. In the case of MLAT it is shown if a certain feature of the telecommunication system is 

important or not. The characteristics to be evaluated are: 

¶ Capacity: It is the most important feature of the majority of the systems, but concerning MLAT, it is 

one of the least important, because the exchanged messages are not very large and the required 

capacity is not very high. Even so, the maximum traffic of messages should be calculated to know 

the minimum capacity of the telecommunication link. 

¶ Latency: It is the total time of the message to get from the airplane to the CP. It contains a system 

delay component, a delay in the telecommunication link, and the delay over air. It must be assured 

that the latency in the system does not exceed a certain value, and that the difference between 

the fastest and slowest sensors is lower than a certain time. 

¶ Fading: It is a problem present in radio link communication channels. Although it does not happen 

in optical fibres, if one considers microwave links, it is necessary to take it into consideration. 

¶ Distance: It is important to know the maximum distances achievable with each kind of link, 

because in the case of WAM link lengths may be quite large. 

The goal of studying the communication links is to know which are the limitations or advantages in the 

possible systems to study. One considers optical fibres, microwave links, satellite links, and Virtual 

Private Networks (VPN). 

2.3.2 Optical Fibre 

The telecommunications system most used nowadays are optical fibres, because it is the type of 

communication link with the highest bit rates and less errors. The bit rate depends on the fibre and 

laser used, but the rates are much above the one that is required by a MLAT system. The 

communication channel, depends mostly on the fibre modes, it being either Single Mode Fibre (SMF) 

or Multi Mode Fibre (MMF). 

Initially, MMF was used, since by having a larger core it is easier to inject the signal, hence, working 
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with worse lasers. MMFs support data rates from 10 Mbps up to 10 Gbps, with standards in 

development to support up to 100 Gbps [FOLS08]. The limitation in a fibre is given by the losses or 

the modal dispersion. The standards currently defined for MMF from ISO/IEC 11802 specifications are 

OM1 to OM4, and the values for the maximum attenuation and minimum modal bandwidth are given 

by the Table 2-2 [FIA10] and [FIA08]. 

Table 2-2 ï OM standards. 

Category 

Maximum 
Attenuation 
Ä"ËÍϳ  

Minimum modal 
bandwidth     
-(ÚËÍ 

Maximum distance @ 
100Mbs ËÍ 

Attenuation 
for the 

maximum distance Ä" 

LED Laser LED Laser LED Laser 

850 
nm 

1300 
nm 

850 
nm 

1300 
nm 

850 
nm 

850 
nm 

1300 
nm 

850 
nm 

850 
nm 

1300 
nm 

850 nm 

OM1 3.5 1.5 200 500 N/A 02 5 N/A 7 7.5 N/A 

OM2 3.5 1.5 500 500 N/A 05 5 N/A 17.5 7.5 N/A 

OM3 3.5 1.5 1500 500 2000 15 5 20 52.5 7.5 700 

OM4 30 10 3500 500 4700 35 5 47 105 50 141 

 
The minimal modal bandwidth imposes a maximum distance for a given transmission rate, which is 

shown in the previous table, based on: 

ὒ  

ὄ

Ὑ
 (2.3) 

where: 

¶ ὒ  : Maximum fibre length. 

¶ ὄ : Modal bandwidth. 

¶ Ὑ : Transmission rate. 

In the case of SMF, the core is smaller, having less dispersion than in the MMF. The limitation in this 

fibre is also from the fibre losses, but not from the modal dispersion, because there is only one mode 

propagating, so the other limitation is the chromatic dispersion. ISO/IEC 11801 specifies OS1 and 

ISO/IEC 24702 specify OS2, which have defined the maximum values for attenuation, shown in Table 

2-3. 

Table 2-3 - OS Standards (adapted from [FIA08]). 

Wavelength ÎÍ Maximum attenuation Ä"ËÍϳ  

OS1 OS2 

1310 1.0 0.4 

1385 Not specified 0.4 

1550 1.0 0.4 
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Recent SMFs have chromatic dispersion compensation, so the limitation is only given by the fibre 

attenuation, which is imposed by the laser power, receiver sensitivity, and system margin. 

Beside the fibre losses there are extra attenuations to be considered, the connector losses and splice 

losses that are used to connect different fibre sections to achieve higher lengths. Each element losses 

depend on the manufacturer, but there are maximum values recommended by the International 

Telecommunication Union - Telecommunication (ITU-T) shown in Table 2-4, the total losses being: 

ὒ ὒ ϳ ȢὨ  ὔȢὒ ὔȢὒ  (2.4) 

where: 

¶ ὒ: Total path losses. 

¶ ὒ: Attenuation coefficient with distance. 

¶ Ὠ: Link length. 

¶ ὔ: Number of connectors. 

¶ ὒ: Connector losses. 

¶ ὔ: Number of splices. 

¶ ὒ: Splice losses. 

Table 2-4 - Optical elements recommended loss (adapted from [ITUT09]) 

Attenuation coefficient Typical link value Ä" 

Splice Maximum 0.5 

Connector for SMF Maximum 0.5 

Connector for MMF Maximum 1.0 

 
The total latency for an optical fibre is given by [FOIA08]: 

ὸ ὸ  †  ὸ ὸ   (2.5) 

where:  

¶ ὸ : Total link delay. 

¶ ὸ: Transmission time. 

¶ ʐ : Propagation delay. 

¶ ὸ: Random jitter delay 

¶ ὸ : Fixed delay. 

Propagation delay is a characteristic that is of no concern, because the propagation speed can be 

roughly approximated by the speed of light divided by the optical index of the glass (ὲ ͯ ρȟυ), which is 

fast enough for any system one may consider. Transmission time depends on the fibre transmission 

rate and the message volume (ὠ ), being given by: 

ὸ
ὠ

Ὑ
 (2.6) 

The major disadvantage of the fibre is the civil construction to install the cables, especially with a 
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point-to-point topology, which involves digging to protect the cables. Concerning capacity, distance 

and delay limitations, there are not any with this type of telecommunication link. 

2.3.3 Microwave links 

Another solution is the microwave links, being very much used when the distances are large, because 

unlike optical fibres, construction costs are minimal and high rates can also be achieved. The range of 

radio frequencies available in Portugal for microwave links is approximately from the 400 MHz to 30 

GHz [Anac10]. 

The first step in the design of this type of links is to assure that there is LoS between both antennas, 

which depends on the antennaôs height and elevation profile in between them. By considering Earthôs 

effective radius, the radio horizon distance is given by [Rdg09]: 

Ὠ σȢυφωὬ   σȢυφωὬ  (2.7) 

where: 

¶ Ὤ: Height of the transmitter. 

¶ Ὤ: Height of the receiver. 

In this thesis, there are two different cases to study, short distances around 2 km and long distances 

up to around 200 km, due to the differences between a WAM and LAM. For the former, path loss can 

be approximated by Free Space model, the received power being given by [Corr09]: 

ὖ ὖ  Ὃ  Ὃ ςπÌÏÇ
τʌὨ Ὢ

ὧ ϳ
 (2.8) 

where: 

¶ ὖ: Power received by the receiver. 

¶ ὖ: Transmitted power. 

¶ Ὃ: Transmission gain. 

¶ Ὃ: Receiver gain. 

¶ Ὢ: transmitting frequency. 

¶ Ὠ: Distance between the antennas. 

If a LAM system is considered, the path loss is estimated by the Flat Earth model, under the 

assumptions that Ὠ  ὬȟὬ [Corr09]: 

ὖ ρςπὖ Ὃ Ὃ ςπÌÏÇὬ ςπÌÏÇὬ τπÌÏÇὨ  (2.9) 

The model for the multipath fading is given by [ITU09]: 

ὖ Ϸ ὑὒ ρ ʀ
ȟ
ρπȢ Ȣ

 
(2.10) 
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ʀ
Ὤ Ὤ

ὒ
 

(2.11) 

ὑ ρπȢ Ȣ  (2.12) 

where: 

¶ ὖ: Probability of exceeding the attenuation value. 

¶ ὑ: Climate parameter. 

¶ ʀ: Path inclination. 

¶ ὒ : Maximum fading attenuation. 

¶ Ὤ: Lowest height between the receiver and transmitter. 

¶ Ὠὔ : Refractivity lapse rate in the first 65 m not exceeded for 1% of the year (Ὠὔ  ςππ in 

Portugal) [ITU03]. 

The final characteristic of a microwave link that influences its capacity is the bandwidth, which is also 

related to its cost, because when using a beam the frequency must be acquired from the regulator and 

the price is related to the bandwidth. There are many types of modulations that can be used, but 

binary modulations are not considered, taking M-PSK and M-QAM; obviously, when M increases the 

required signal to noise ratio also increases. The bit error probability is given by [Lei08]: 

ὖ  
ς

ὰέὫὓ
 ὗ ςὰέὫὓ ίὭὲ

“

ὓ
 
Ὁ

ὔ
 (2.13) 

ὖ  
τ

ὰέὫὓ
ρ  

ρ

Ѝὓ
 ὗ

σὰέὫὓ

ὓ ρ
 
Ὁ

ὔ
 (2.14) 

In order to achieve a certain bit error probability with a chosen modulation, by using (2.13) or (2.14), 

the required signal to noise ratio is calculated, which affects the link budget. The bandwidth of both 

modulations is the same, being a compromise between the nominal and optimum bandwidths with the 

goal of maximising spectral efficiency. 

Table 2-5 - Spectral efficiency and bandwidth (extracted from [Lei08]) 

Modulations M-PSK 
and M-QAM 

 Nominal Optimum 

Bandwidth (Ú ὄ  
ςὙ

ÌÏÇὓ
 ὄ  

Ὑ

ÌÏÇὓ
 

Spectral efficiency ”  
Ὑ

ὄ
 
ÌÏÇὓ

ς
 ”  

Ὑ

ὄ
 
ÌÏÇὓ

τ
 

 
Every attribute depends on the used equipment, except the attenuation that depends on the 

environment. Beside propagation loss, one has to consider the absorption by the atmospheric gases 

for frequencies higher than 10 GHz [ITU09]. The total delay in a microwave link is the same as in the 

optical fibre, but in this case the propagation speed is considered to be equal to the speed of light. 

These days, there is no problem to develop a microwave link to have enough capacity to support a 
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MLAT system. Concerning the distances involved in a WAM system, the microwave link is also 

enough, because even without LoS or with a too long path, repeaters may be used. 

2.3.4 Satellite Link and Virtual Private Network  

In case it is difficult to implement a proprietary solution, it is possible to rent one from any service 

provider with a network in the area. Abstracting from the system description itself, when a 

communication link is rented there are advantages and disadvantages. The advantages are that there 

is no need to design the communication link, not to maintain it, and investment capital is saved by not 

constructing the system. On the other hand, there are two main disadvantages: the service is 

contracted and needs to be paid for the leased time and bandwidth, as long as the system is working; 

the latency must be negotiated with the service provider in order to guarantee the required values. 

These links are usually satellite systems and VPNs. 

There are three types of circular satellite orbits: Geosynchronous orbit (GEO), Medium Earth Orbit 

(MEO) and Low Earth Orbit (LEO), which the respectively altitudes are 35 786 km, [8 000, 20 000] km 

and [500, 2 000] km [ISAT11]. The communication frequencies for fixed satellite communications in 

Portugal are from 3.8 to 30 GHz [Anac10].  The major problem concerning a satellite link is the delay, 

so it must be taken into consideration, especially in a system with strict delay requirements, which is 

given by [Emm00]. 

ὸ ὸ  †  †  ὸ  ὸ ὸ  (2.15) 

where 

¶ ὸ  and ὸ : Uplink/downlink propagation delay depending on the orbit altitude of the satellite. For 

small distances, considering that the transmission angle is 90º to the surface plane, the distance is 

given only by the altitude. 

¶ ὸ : Inter-satellite link delay, which is not usually considered, because no matter the altitude of the 

satellite, for the distances in this case both communication ends are in the same satellite footprint. 

Considering a GEO satellite, up- and downlink times approximately 238 ms, which is much more than 

any terrestrial link. In terms of using or not the satellite for a MLAT system, the maximum delay for the 

link must be carefully negotiated and compared with the maximum delay associated with the system. 

On the other hand, it is much easier to use a satellite link in a remote place, rather than any other 

terrestrial system. 

The final telecommunication link to analyse is the VPNs. A VPN may have a complex implementation 

for the service provider in terms of security and routing, but is transparent for the user. It consists of 

using a public communication network to transport the information; obviously the path length and 

delay are not always the same, and although mainly optical fibres are used, it is not sure that there is 

not any other type of link in between. 

Both VPNs and satellites work the same way from the surveillance agency viewpoint. Delays and price 

are negotiable. Knowing the MLAT systemôs requirements, mainly the delay and capacity, the ANSP 
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will have to guarantee them. The main difference between them is the price and the capacity available 

in both types of links. If there is the possibility of using a VPN, it should certainly be used, because of 

the smaller price and delay for the same capacity. 

2.4 State of the art 

Nowadays, MLAT is a surveillance technique that is being worldwide used, but still studies are being 

conducted to get more knowledge concerning this technique. This section intends to show the 

research that has been done in the past and what is being done now, in manly four areas: sensors 

synchronisation, algorithm for the TDOA, accuracy of the system, and sensors location. 

The basis for the MLAT is the TDOA algorithm, which has been improving since the late 1980s when 

Smith and Abel in [SmAb87] proposed the spherical interpolated method. Many other methods have 

been proposed since, such as Chain and Ho in [ChHo94] or Savage et. al. in [SaCr06]. Still, the 

research in better and more efficient localisation algorithms is being performed with numerous articles. 

Every manufacturer has its own TDOA algorithm, which may differ a lot from each other and also 

influence the accuracy of the system. 

There are studies, such as [BoZh10], which try to maximise the coverage for a given accuracy using 

genetic algorithms, but the main disadvantage is that in a real system, the localisation also depends 

on the construction site. To synchronise the sensors, if required, there are many ways of achieving it 

as discussed in Section 2.2.1. The two approaches more used are by using reference transmitters or 

satellite, the latter being recommended to use with more dispersed sensors [Chao09]. 

[Nev05] is a complete report to analyse the advantages and disadvantages of MLAT, and how to 

achieve a service equivalent to the SSR. They state that with five sensors the same accuracy as the 

SSR is achieved, among other information such as: 

¶ The best signals to use in MLAT, which are the signals explained in this thesis. 

¶ Possible synchronisation methods and their classification in terms of accuracy. 

¶ Accuracy for specific sensorôs geometrical configurations. 

¶ Best way to choose the receivers. 

With the development of the mathematical concepts behind MLAT, the improvement of the MLAT 

system itself has been mainly driven by MLAT manufacturers, the European Organisation for the 

Safety of Air Navigation (Eurocontrol), and the European Organisation for Civil Aviation Equipment 

(Eurocae). Most of the research available concerns test pilots performed in many different countries, 

and the advantages of adopting MLAT instead of the SSR. In October 2009, Eurocontrol published a 

press release, in [Euro09], after a workshop with an international group of experts stating, ñWide Area 

Multilateration ï A surveillance technique that is ready for useò. 

There are four manufactures with implementation experience, Era, Roke Manor, Indra Systems, and 
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Sensis Corporation. All of these companies have experience developing any MLAT system for any 

region or airport (WAM or LAM). The main disadvantage is that when developing a new system, the 

ANSP may not be prepared to evaluate the planning in a critical way. On the other hand, all the 

responsibility to achieve the requirements is on the manufacturerôs side, which has to be guaranteed. 
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Chapter 3 

Models and Simulators 

3 Models and Simulators 

This chapter provides the description of the latency and coverage simulator and the associated 

models. Other models to assess a MLAT system are also described despite not being used in the 

simulators. 
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3.1 NAV Portugal Multilateration Systems 

3.1.1 System Architecture 

In Section 2.2, a general description of the MLAT algorithm and the sensors synchronisation has been 

presented. In a real MLAT system, there are many more components to provide basic functionalities 

that are not referenced in the theoretical analysis. This chapter intends to describe the top level 

architecture for the MLAT system installed in the Lisbon airport. 

Figure 3-1 contains the current system installed in the Lisbon airport. There are four main components 

of the system, the transponders to equip the aircrafts or ground vehicles, the Remote Units (RUs) or 

sensors, the reference transmitters, and the Central Processing System (CPS), that contains the CP. 

All the components in the system are redundant, because in a critical system the hardware must be 

redundant in order to avoid single failures. 

The first main component of the system is the transponder incorporated in the airplane or ground 

vehicle. This transponder is the communication equipment of the airplane that receives and transmits 

the surveillance messages, which for this system are Mode A/C, Mode S and ADS-B. In the case of 

the airplane, the transponder contains two antennas, one at the top and the other at the bottom. When 

airborne it uses both antennas alternately, while when on the ground the default transponder is the 

one on the top. The justification for using both antennas when airborne is mainly because sometimes, 

when changing routes, the bottom antenna can lose LoS for the receivers, so with both it is guarantee 

that at least one of them is at LoS. 

RUs work as sensors in a MLAT system. Each RU can be configured as a receiver or transceiver: 

when acting as a receiver, it receives, decodes and timestamps Mode A/C, Mode S and ADS-B 

replies, while as a transceiver, it can also transmit 1030MHz interrogations. In addition, it has two 

more important capabilities, GPS interface and communication interface. The GPS interface is 

optional, but when used, the RU is able to receive time information signals and use them for time 

synchronisation. The communication interface connects the RU to the CP, via and communication 

system. In this specific case, only optical fibres are used [Sns09b]. 

The third main component is the Reference Transmitters (reftrans), which are responsible for the time 

synchronisation of the sensors. Instead of using GPS synchronisation, reftrans transmit DF 18 squitter 

messages at a rate of approximately one per second. DF 18 messages have exactly the same 

structure of DF 17 in Figure 2-4, but it is also used for a ground vehicle. It is through these messages 

that synchronisation is achieved. 

Finally, there is the CPS, which is an Ethernet-based Local Area Network (LAN) with communication 

and data processing equipment. Data is collected from the different sensors and distributed three-

ways, so that the target position is calculated and displayed. Two data streams are forward to the 

primary and secondary operational system, while the third stream is used for a test system. 
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Figure 3-1 - System Architecture Lisbon (extracted from [Sns09c]). 
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Even though there are two operational systems, they are equivalent, since both simultaneously 

process replies; the only difference between them, if no failure is reported, is that only the primary 

system provides output reports. When detected any failure in the primary system, the secondary 

assumes the role of primary. As shown in Figure 3-1, the main components of the CPS are: 

¶ Target Processor (TP), processes the sensor replies, which means calculating the three 

dimensional position based on the TDOA algorithm. 

¶ Maintenance Display Terminal (MDT) provides display, such as, target positions, statistics, data 

recording and system archival. Sensors in normal operating mode are controlled through this 

component. There are two MDTs, one local and another for remote access.  

¶ Cisco Smart Switch multiplexes data from every sensor to the correspondent TP. 

¶ HP Switch is used for internal communication between the TPs and MDTs. Internet Group 

Management Protocol has been enabled in these switches for correct handling of multicast data. 

There is one last component of the system outside the CPS, which is the eLCMS (embedded Local 

Control Monitoring System) that provides fault diagnostics and local control over the RUs. 

To avoid failures in the operative system, the test system was also implemented to evaluate the 

impact of any changes or to test any possible improvement before executing it on the operational 

systems. The test system shares the Cisco Smart Switch with the primary target processor, but 

besides that, has an independent system with its own TP, HP Switch and MDT. Any RU can be 

controlled by the test MDT, but then it stays offline for the operational systemôs MDT so that any 

change does not impact the on operational system. 

3.1.2 Support Communication System 

Sensors are spread through the terrain, and to connect each one of them to the CP, a 

telecommunication link is required for each of them. In the Lisbon LAM it was chosen to use a point-to-

point topology with two optical fibres per sensor, each one for a communication link, uplink and 

downlink. There were two options available for the fibres, SMF and MMF. Table 3-1 contains the 

description of both types of fibres, but in the Lisbon system only SMFs were used. Instead of optical 

fibres, any other communication link could have been chosen. The latency specifications are that the 

latency between the fastest and slowest link does not exceed 500 ms. 

The information exchanged in the fibre lines between the RUs and the TP is typically Internet Protocol 

(IP) with a connection-less scheme; besides the message itself, it is added the IP header, User 

Datagram Protocol (UDP) header, Internet Group Management Protocol version 2 (IGMP v2) header 

and finally the Ethernet frame header, the specific values of the overheads being shown in Table 3-2 

[Nav11]. It must be noticed that other headers can be used by different manufacturers. 

As explained in Chapter 2, squitter messages have a minimum rate in messages per second that also 

depends on the airplane or vehicle positions. For the specific system implemented in Lisbon, the 

different messages rate corresponding to the different formats available are given by Table 3-3 

[Nav11]. The types of messages inherited from SSR, Mode A/C and Mode S, do not have a fixed 
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sending frequency, but if this system is a real substitution of the SSR, it means that it has to achieve at 

least the highest frequency of the previous system. Taking into consideration that the SSR could only 

make an interrogation on each rotation period for each airplane, and having a rotation period of 4 s the 

frequency of this SSR is considered 0.25 messages per second. 

Table 3-1 - SMF/MMF Specifications and Standards (adapted from [Sns09b]) 

Specification/Standard SMF Description MMF Description 

Output Ethernet over Fibre Ethernet over Fibre 

Fibre Cable ʈÍ  9 50/62.5 

Max Distance ËÍ 10 2 

Max Data Rate -ÂÐÓ 100 100 

Table 3-2 ï Overheads in MLAT messages 

Header Overhead [Bytes] 

Ethernet Frame 14 

IP 20 

UDP 08 

IGMP v2 08 

Total Overhead 50 

Table 3-3 - Exchanged messages rates and sizes [NAV11] 

Surveillance 
System 

Downlink 
Format 

Transmitted Information Size 
" 

Size with 
overhead " 

Frequency 
ÍÓÇȾÓ 

ADS-B 

DF17 Position or velocity updates 14 64 Moving: 4 
Stationary: 0.2 

DF17 Airplane identification and 
callsign 

14 64 0.2 

DF18 Position or velocity updates 
for a vehicle or RefTrans 

14 64 Moving: 4 
Stationary: 0.2 

DF11 Airplane address 07 57 Airborne: 1 

Mode S 

DF4/DF5 Airplane identification or 
altitude code 

07 57 0.25 

DF20/ 

DF21 

Airplane identification or 
altitude code plus real-time 
data reports 

14 64 0.25 

 

Before the model implementation, and to analyse values given by the manufacturer, it is necessary to 

calculate some parameters that are directly related to the communication system, such as the rate and 

volume of the exchanged messages. These variables depend on the number of airplanes at range, the 

traffic generated, and size of the exchanged messages. The system must guarantee at least 250 

airplanes or vehicles simultaneously [NAV08] and the different message sizes and frequencies that 

they are sent are shown in Table 3-3. The following equations are defined to calculate the expected 

traffic: 
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(3.2) 

where: 

¶ Ὕ: Average traffic for Mode S messages transmitting Mode A/C information. 

¶ Ὕ : Average traffic for ADS-B. 

¶ ὔ : Number of airplanes at range. 

¶ ὔ : Number of vehicles. 

¶ ʇ : Average message arrival rate per airplane for long Mode S. 

¶ ʇ : Average message arrival rate per airplane for short Mode S. 

¶ ʇ : Average message arrival rate per airborne target for ADS-B. 

¶ ʇ : Average message arrival rate per moving target for ADS-B. 

¶ ʇ : Average message arrival rate per stationary target for ADS-B. 

¶ ὶϷ : Ratio of targets airborne. 

¶ ὶϷ : Ratio of targets moving. 

¶ ὶϷ  : Ratio of targets stationary. 

¶ ὠ : Size of short Mode S messages. 

¶ ὠ : Size of long Mode S messages equivalent to ADS-B. 

The capacity estimation also depends on the area each sensor covers and theirs receiving probability. 

To study the coverage of each sensor, it is necessary to analyse the intersection between the sensorôs 

coverage areas with the MLAT area. Concerning the receiving probability, it obviously reduces the 

traffic expected in the link, but also decreases the probability of the success of the TDOA algorithm, 

because to have a successful localisation in the CP, 4 sensors must receive the message. 

3.1.3 Localisation Requirements 

There are always standard requirements in a surveillance system, especially in the airplane probability 

of detection. The requirements for this system in terms of probability of detection are defined by 

Eurocae [NAV11]: 

¶ Track Initiation: it is defined as the time from when an airplane enters the operational coverage 

area to the output of the first position from the MLAT system.  

¶ Continuous tracking: it is defined as the time between two consecutives position updates. 

From the Eurocae recommendations, the track initiation shall be less or equal to 5 times the defined 

update interval with the probability of 99%, and the continuous tracking less or equal to the update 

interval with the probability of 97%. For the continuous tracking, only one successful MLAT position is 

required, but for the track initiation two or three consecutive ones are required. The update interval for 

the WAM system is 5 s [NAV11]. 
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The localisation probability depends only on the sensorôs receiving probability, the number of 

messages sent, and the number of sensors at LoS of the target. To calculate the probability of 

executing successfully the TDOA algorithm, it is used: 

ὴ ρ ὴ  (3.3) 

ὴ ὅ ὴ ρ ὴ    (3.4) 

where: 

¶ ὴ : Probability of having enough sensors to execute the TDOA algorithm. 

¶ ὴ: Probability of the CP receive i messages. 

¶ ὔ : Number of sensors covering the area. 

¶ ὴ : Probability of a sensor not receiving a message sent from an airplane. 

Having the probability of executing the TDOA with one message sent, it is possible to verify the 

localisation requirements. Starting with the continuous tracking, it must be assured that an airplane 

position is refreshed every 5 s. This probability depends on the number of messages sent within the 

update interval and the probability of executing the TDOA algorithm. The continuous tracking 

probability is given by: 

ὴ ρ ρ ὴ Ⱦ  (3.5) 

where: 

¶ ὴ : Probability of continuous tracking. 

¶ ‗ : Rate of messages sent by an airplane airborne. 

¶ ɝ : Update time interval, in this case its 5 seconds. 

Finally, it is necessary to define the track initiation probability. Knowing the number of messages sent 

from an airplane in 5 update intervals, the probability of successfully initiating a tracking is the 

probability of having a sequence of two or three TDOA positions. The parameter that determines the 

number of consecutive messages required to initiate the tracking depends on the systemôs 

configuration, but the referred values are the most common cases [NAV11]. 

It is a simple matter of probabilities, but the solution is not trivial. To obtain this probability, a Markov 

chain is used, and for the specific situation of requiring three messages, the Markov chain diagram is 

given by Figure 3-2. The states identified by S0, S1, S2 and S3 represent the number of consecutive 

position calculation and p is the probability of executing the TDOA algorithm. 

S0 S1 S2

p

S3

(1-p)

(1-p)

p p

1

1-p

 

Figure 3-2 - Markov chain for track initiation problem. 
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The solution of the ὲ  iteration of a generic Markov chain is given by: 

◊ᴆ ◊ᴆ ╜▪ (3.6) 

where: 

¶ ◊ᴆ : Vector with the initial state. 

¶ ◊ᴆ : Probability vector of each state in the ὲ  iteration. 

¶ ╜▪: Transition matrix of the Markov chain power to the number of iterations. 

The transition matrix depends on the Markov chain of the specific problem, and so the solution for a 

sequence of two or three is different. The transition matrix for a sequence of three, ╜ , and the matrix 

for a sequence of two, ╜ , are: 

╜

ρ ὴ ὴ
ρ ὴ π

π π
ὴ π

ρ ὴ π
π π

π ὴ
π ρ

 (3.7) 

╜
ρ ὴ ὴ π
ρ ὴ π ὴ
π π ρ

 (3.8) 

Considering that the initial state is S0 and solving (3.6), the vector ◊ᴆ  contains the probability of 

being in each state. The interesting result for this analysis is the probability of being in S3, for 3 

consecutive messages, or S2 for two consecutive messages. 

This Section allows concluding about the number of sensors required for any MLAT system, and to 

assess if the requirement of 4 sensors is enough to meet them. 

3.2 Latency Model 

As previously discussed, the latency in a MLAT system may be critical, and therefore it must be 

analysed, mainly to study the influence of having mixed links in the system. A model is developed to 

analyse the global delay involved in a MLAT system, which depends on the communication links used 

and the airplane position. Two different scenarios are analysed, LAM and WAM systems. The model 

separates between two components, the air interface and the link. 

Firstly, the propagation delay in the air interface (ʐ ), which is the time elapsed between the airplane 

and the sensor calculated by (3.10). Secondly, the delay in the communication channel (Ô ), which 

depends on the type of communication link used. In the case of being an optical fibre or a radio link 

(2.5) is used, while if it is a satellite link one uses (2.15). There is a particularity, more common in the 

radio links, which is the existence of more than one hop until the final destination is reached. This 

implies that the total link delay is given by the sum of each hop delay, where Ὥ is the hop number: 



 

  31 

ὸ Вὸ   (3.9) 

The synchronisation delay (Ô ) is related to the maximum difference between the reception of the 

MLAT signals. The processor needs to collect the different data from the different sensors, so the first 

signal to arrive to the CP will have to wait until the last one arrives. The synchronisation delay for a 

given sensor is calculated from (3.11), while the final synchronisation delay for the entire system is 

given by the maximum synchronisation time of each of the individual sensors. The limitation in this 

system, as discussed before, is given by the time of synchronisation that should be no higher than 

500 ms. Figure 3-3 shows the schematic for the latency model. 

ʐ  
ȿ►ᴆ  ►ᴆ ȿ

ὧ ϳ
 (3.10) 

Ô άὥὼʐ Ô ʐ Ô  ȟ ὲ ‭ ρȟὔ  (3.11) 

where: 

¶ ►ᴆ : Position of the airplane. 

¶ ►ᴆ : Position of the airplane and sensor, respectively. 

 

Figure 3-3 - Latency Model Schematic (adapted from [Sns09c]). 

The synchronisation time and the channel delay calculations have been explained, but the air 

propagation time has only been referenced as a distance between two position vectors divided by the 

speed of the signal. If the problem consisted in a simple plane with coordinates (x,y,z), it would be 

calculated by a Pythagoras theorem, but in a real situation there are two differences. Firstly, Earth is a 

sphere, and secondly, the positions are given in angles (geographical coordinates). The problem is 

shown in Figure 3-4, and it is separated into two different steps: calculating the ground distance 

between the airplane and the sensor (Ὠ), and then solve the length of the direct ray. 
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Figure 3-4 - Air propagation distance. 

The shortest path between two points, A and B, on a sphere is called the orthodrome. Given the 

coordinates of each point the ground distance are known [Kui99]: 

ʃ ὥὧέίÃÏÓה ÃÏÓʇ ʇ ὧέίה  ίὭὲה  ίὭὲה  
(3.12) 

Ὠ Ὑ   ʃ  (3.13) 

where: 

ה ¶ : Latitude of the point A. 

¶ ʇ: Longitude of the point A. 

ה ¶ : Latitude of the point B. 

¶ ʇ: Longitude of the point B. 

¶ Ὑ : Earth effective radius in nautical miles. 

¶ ʃ: Angle between point A and B. 

In order to calculate the length of the direct ray, three hypotheses have been tested: flat Earth (Figure 

3-5), spherical Earth, and a simplification of the spherical Earth. The flat Earth model is the simplest, 

and it is only valid for short distances in which the Earth curvature is negligible [Fig02]. Earth radius 

should be taken into account for large distances, namely beyond the radio-horizon [Corr09]. 

 

Figure 3-5 - Flat Earth model. 

ὈὭὶὩὧὸ ὶὥώ  Ὤ Ὤ Ὠ   (3.14) 

where: 

¶ Ὤ : Sensorôs height. 

¶ Ὤ : Airplaneôs altitude. 

¶ ὈὭὶὩὧὸ ὶὥώ: Distance separating the airplane from the sensor. 








































































































































































