
 

 
 

UNIVERSIDADE DE LISBOA 
INSTITUTO SUPERIOR TÉCNICO 

 
 

Efficient Software-based Base Station Design for C-RAN 

 

Mojgan Barahman 

 

Supervisor: Doctor Luís Manuel de Jesus Sousa Correia 

Co-Supervisor: Doctor Lúcio Miguel Studer Ferreira 

 

Thesis approved in public session to obtain the PhD Degree in  

Electrical and Computer Engineering 

 

Jury final classification: Pass with Distinction 

2021 



ii 

 

 

 



iii 

 
UNIVERSIDADE DE LISBOA 

INSTITUTO SUPERIOR TÉCNICO 

Efficient Software-based Base Station Design for C-RAN 

Mojgan Barahman 

Supervisor: Doctor Luís Manuel de Jesus Sousa Correia 

Co-Supervisor: Doctor Lúcio Miguel Studer Ferreira 

Thesis approved in public session to obtain the PhD Degree in  

Electrical and Computer Engineering 

Jury final classification: Pass with Distinction 

Jury 

Chairperson:  Doctor Isabel Maria Martins Trancoso,  
                           Instituto Superior Técnico, Universidade de Lisboa 

Members of the Committee: 

Doctor Luís Filipe Lourenço Bernardo,  

Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa; 

Doctor Luís Manuel de Jesus Sousa Correia,  

Instituto Superior Técnico, Universidade de Lisboa; 

Doctor Sílvia Ruiz Boqué, Escola d'Enginyeria de Telecomunicació i Aeroespacial 
de Castelldefels, Universitat Politècnica de Catalunya – BarcelonaTech, Espanha; 

Doctor António Manuel Raminhos Cordeiro Grilo,  
Instituto Superior Técnico, Universidade de Lisboa; 

Doctor António José Castelo Branco Rodrigues,  
Instituto Superior Técnico, Universidade de Lisboa. 

2021 



iv 



v 

To my beloved parents,  
my lovely husband and my little daughter 

 

 

  



vi 



vii 

`

Acknowledgements  

Acknowledgements 
This dissertation would not have been possible without the support and encouragement of many 
people. I am eternally grateful to all of them. 

First and foremost, I would like to express my gratitude to my research advisor, Prof. Luis M. 
Correia, for his patience, invaluable advice, constructive criticism, and for teaching me the 
value of being thorough. I am particularly grateful for the opportunity to participate in the COST 
Action CA15104, IRACON meetings, a unique opportunity to meet researchers from all around 
Europe. I would also like to thank my co-supervisor, Prof. Lúcio S. Ferreira, for his valuable 
comments in improving this dissertation and for his support during my stay in Lisbon. 

Particular appreciation also goes to all current and former members of our Group for Research 
on Wireless (GROW). Especially, my fellow colleagues and friends Kenan Turbic and Behnam 
Rouzbehani for sharing their experience and knowledge and Vera Almeida and Ema Caterre, 
whose help made the work easier. 

I am very thankful to my friends and family for motivating me and supporting me during this 
long journey. I am tremendously grateful to my husband for his support, encouragement, love, 
and advice when it was needed the most. His support is what had gotten me through when I 
wanted to give up. I am thankful to my daughter, who joined us when I was writing my 
dissertation, for giving me unlimited happiness and pleasure and showing patience during my 
thesis writing. 

I also appreciate my parents-in-law for their love and moral support; my dear friend Zahra 
Mirhoseini, with whom my life experience in Lisbon was certainly much more pleasant; and 
my siblings whose love and support light up my life forever, no matter where they are. 

Finally, my deepest gratitude goes to my parents, who encouraged me to pursue graduate school 
and provided plenty of inspiration along the way; their unconditional love and support means 
the world to me. 
 

  



 

viii 

 

 



ix 

Abstract 

Abstract 
This thesis addresses the problem of computing resource allocation in Cloud Radio Access Networks. 
A game-based optimization algorithm was developed to distribute the computing resources among 

BaseBand Units (BBUs) in a BBU-pool whereby resource utilization is maximized. The model allocates 

computing resources on-demand, based on the instantaneous BBUs requests, using a game-theory 

bargaining approach; in case the available resources are not enough to fulfil all requests, BBUs are 

prioritized to ensure the adequate Quality of Service, low-priority ones being always guaranteed a 

minimum computing resource. The performance of the proposed model is observed over time, 

concerning resource usage, BBU fulfilment level, fairness and efficiency. Simulations in a group of cells 

with a mixture of heterogeneous services in tidal traffic conditions show that resources allocated to BBUs 
are consistent with the priority of ongoing services and in line with real-time demand. Results also 

confirm that the proposed model manages bottlenecks effectively and shows a higher performance 

compared with equal and demand proportional resource allocation schemes. There is no wastage in the 

proposed model during congestions and it fairly distributes 100% of the resources among BBUs in these 

cases, by shrinking the capacity share of the lower priority BBUs to compensate for the higher priority 

BBUs’ resource shortages. Hence, the proposed model fulfils high prioritized BBUs’ demands 13% more 

compared to the other allocation schemes. Results also show that improving the average fulfilment level 
from 98% to 100% requires doubling the available resources at the cost of the average resource usage 

being cut in half. 
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Resumo 

Resumo 
Esta tese aborda o problema de atribuição de recursos de computação em Redes de Acesso rádio em 
Nuvem.  Foi desenvolvido um algoritmo de otimização baseado em teoria de jogos para distribuir os 

recursos de computação entre as unidades de banda base (BBUs) num agregado de BBUs onde a 

utilização dos recursos é maximizada.  O modelo atribui recursos de computação a pedido, baseado 

nos pedidos instantâneos das BBUs, usando uma abordagem de negociação baseada em teoria de 

jogos, quando os recursos disponíveis não são suficientes para satisfazer todos os pedidos, as BBUs 

são priorizadas, para assegurar a Qualidade de Serviço adequada, garantindo-se sempre um mínimo 

de recursos de computação para os pedidos de prioridade baixa.  O desempenho do modelo proposto 

foi analisado em termos temporais, relativamente à utilização de recursos, nível de utilização de BBUs, 
justiça de atribuição e eficiência.  Simulações num grupo de células com mistura heterogénea de 

serviços em condições de tráfego variante no tempo mostram que a atribuição de recursos às BBUs é 

consistente com a prioridade dos serviços em curso e com os pedidos em tempo-real.  Os resultados 

confirmam também que o modelo proposto gere eficazmente os problemas de estrangulamento e 

mostram um melhor desempenho comparado com esquemas de atribuição igual ou proporcional de 

recursos.  Não há desperdício no modelo proposto durante congestão e os recursos são distribuídos 

de maneira justa entre 100% das BBUs nestes casos, através de uma redução da quota da capacidade 
nas BBUs com prioridade baixa para compensar as faltas das BBUS com prioridade elevada. Assim, o 

modelo proposto preenche as condições dos pedidos com alta prioridade melhor em 13% comparado 

com os outros esquemas de atribuição.  Os resultados mostram também que o aumento da média do 

nível de desempenho de 98% para 100% requer a duplicação dos recursos disponíveis, com o custo 

de a utilização média dos recursos descer para metade. 
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هدیکچ  

هدیکچ  
 رب ینتبم یزاس ھنیھب متیروگلا کی .دراد زکرمت یربا ییویدار یسرتسد یاھ ھکبش رد یتابساحم عبانم صیصخت ھلئسم یور رب ھمان نایاپ نیا

 اب لدم نیا .دناسر یم رثکادح ھب ار ھیاپ دناب شزادرپ یاھدحاو رختسا رد دوجوم یتابساحم عبانم زا یرو هرھب ھک تسا هدش ھئارا یزاب یروئت

 یتروص رد .دھد یم صیصخت ینآ یاھتساوخرد ساسا رب ار یتابساحم عبانم و تسا هدش یحارط یزاب یروئت رد ینز ھناچ درکیور زا هدافتسا

 تامدخ تیفیک ات دنوشیم یدنب تیولوا ھیاپ دناب شزادرپ یاھدحاو ،دشابن یفاک ھظحل کی رد اھتساوخرد ھمھ ھب ییوگخساپ یارب دوجوم عبانم ھک

 نداتفاراکزا زا ات دنکیم نیمضت رت نییاپ تیولوا اب یاھدحاو یارب ار یتابساحم عبنم لقادح کی ھشیمھ یداھنشیپ لدم ،لاح نیع رد .دوش ظفح

 اھتساوخرد ققحت حطس ،دوجوم عبانم زا هدافتسا رظن زا لدم ییآراکو تسا هدش هدھاشم نامز رذگ رد یداھنشیپ لدم درکلمع .دنک یریگولج اھنآ

 زا یطولخم ،ناسون طیارش رد ھک ،اھلولس زا یھورگ یور رب یسررب جیاتن .تسا ھتفگ رارق یسررب دروم ،عبانم صیصخت رد یبسن لادتعا و

 .تسا بسانتم اضاقت رادقم اب نینچمھ و ماجنا لاح رد تامدخ تیولوا اب ھتفای صاصتخا عبانم ھک دھدیم ناشن ،دنھدیم ھئارا ار نگمھان تامدخ

 تروص ھب عبانم صیصخت حرط ھب تبسن و دنکیم تیریدم یبوخ ھب ار عبانم دوبمک یاھنارحب یداھنشیپ لدم ھک دھدیم ناشن جیاتن نیا رب هولاع

 تفر ردھ یداھنشیپ لدم رد ،عبانم دوبمک یاھنارحبرد .دھدیم ناشن دوخ زا یرتلااب درکلمع ،اضاقترب ینتبم طقف عبانم صیصخت حرط و یواسم

 تیولوا مک یاھدحاو مھس شھاک اب ،دنراد یرتلااب تیولوا ھک ییاھدحاو دوبمک ھک یوحن ھب .دنوشیم عیزوت ھنافصنم عبانم ٪100 و درادن دوجو

 هدش هدروآرب اھدحاو ریاس زا رتشیب ٪13 رتلااب تیولوا اب یاھدحاو یاضاقت ،هدش ماجنا یزاس ھیبش رد ھک تسا لیلد نیمھ ھب .دوشیم ناربج ،رت

 یتروص رد نیا و تسا دوجوم عبانم ندش ربارب ود دنمزاین ٪100 ھب ٪98 زا اھتساوخرد ققحت حطس دوبھب ھک دنھد یم ناشن جیاتن نینچمھ .تسا

 .دبای یم شھاک فصن ھب عبانم زا هدافتسا ھک تسا

یدیلک تاملک  
.یبسن لادتعا ،عبانم صیصخت یزاس ھنیھب ،یتابساحم عبانم زا یرو هرھب ،یربا ییویدار یسرتسد یاھ ھکبش ، میس یب تاطابترا  
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	𝑁.G$
$%& Reference value of number of spatial streams  

𝑁()*+,*./  Number of sub-frames in CQI and PMI reporting interval 

𝑁.-I Number of services with different IDs 

𝑁0.  Number of time slices in a time interval 

𝑁9 Number of users in a BBU  

𝑁'%33#  Number of users in a single cell 

𝑁.	9  Number of users of a specific service in a BBU 

𝑝 Processing step 

𝑃J%'KL Probability that the time period 𝜏;< between successive VoIP active states has 

duration 𝑛 speech frames 
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𝑃J&+	KL Probability that a silence period 	𝜏.+	 has duration 𝑛 speech frames 

𝑃J1&	KL Probability that a talk period 𝜏0. has duration 𝑛 speech frames 

𝑃; Probability of being in the VoIP active state  

𝑃;* Probability of transitioning from active speech state to the inactive or silent state 

𝑃* Probability of being in the VoIP inactive state  

𝑃*; Probability of transitioning from inactive speech state to the active state 

𝑃0 Power fed to the antenna 

𝑃- Power sensitivity at the receiver antenna 

𝑃'5' Channel coding processing step 

𝑃'5? Channel decoding processing step 

𝑃'5% Channel estimation processing step 

𝑃?E Demodulation processing step 

𝑃F/6,; OFDMA processing step 

𝑃E? Modulation processing step 

𝑃E?' MIMO decoding processing step  

𝑃E>' MIMO precoding processing step 

𝑃.(/6,; SCFDMA processing step 

𝑝.-I 3GPP priority level of a service 

𝑝BCD.-I Maximum value of 3GPP services priority levels 

𝑝BMN.-I Minimum value of 3GPP services priority levels 

𝑄 Quantization resolution 

𝑄$%& Reference value of quantization resolution  

ℝ Real numbers  

𝑟 User’s coding ratio  

𝐑BMN Minimum guaranteed resources vector  

𝑟BMN A player’s minimum guaranteed resource  

𝐑;3 Allocated resources vector 

𝑟;3 Allocated resources to a player  

𝐑;3∗ Optimum allocated resources vector in the NBS solution 

𝑟;3∗ Optimum allocated resources to a player  

𝐑;3O∗ Optimum allocated resources to the players in the GNBS solution 

𝑅9;$$ User arrival rate 

𝑅'%33 Cell radius  
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𝑤1$4 service weight 
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𝑋P>$2R Approximated values of parameter 𝑋 
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Chapter 1 

1 Introduction 
This chapter provides an overview of the work developed in this dissertation. Section 1.1 presents a 

brief history of the evolution of mobile communications networks over the past two decades. Section 1.2 

describes the motivation and objectives of the research. Section 1.3 addresses the work's novelty, and 

Section 1.4 provides an overview of the research strategy and lists the publications originated from parts 

of this work. Finally, Section 1.5 explains the dissertation structure. 
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 Brief History 

Over the past decades, wireless and mobile communications networks have experienced a significant 

increase in users and data consumption, exploiting diverse applications and services. The growth of 

communication requests lead to new technologies to fulfil subscriber’s requirements. Figure 1.1 briefly 

presents this evolution; a brief review being presented in what follows. 

 
Figure 1.1 – Evolution of cellular standards (based on [LSJY20]). 

The first Generation (1G) of mobile communications networks was introduced in the 1980s. It was based 
on analogue cellular technology and supported voice calls only. By employing Time Division Multiple 

Access (TDMA) in the 1990s, the second Generation (2G), namely the Global System for Mobile 

communications (GSM), could support text messaging. Later, the General Packet Radio Service 

(GPRS) introduced the packet switched domain to network architectures. 

Coding Division Multiple Access (CDMA) was employed in the mid-1990 to 2000s to develop the third 

generation (3G), which continued digital processing. However, the exploitation of more frequency 

bandwidth and higher symbol rates lead to a much higher peak data rate than 2G. Universal Mobile 

Telecommunications System (UMTS) started as the joint European and Japanese system for 3G and 
was standardized by the 3G Partnership Project (3GPP). In UMTS, circuit switching remained besides 

packet switching. 

The fourth Generation (4G) was driven by an increasing demand for capacity, lower-cost data delivery 

and competition from other technologies. 3GPP developed the Long-Term Evolution (LTE) that exploits 

Orthogonal Frequency Division Multiple Access (OFDMA) for DownLink (DL) and Single-Carrier FDMA 

(SC-FDMA) in UpLink (UL). The LTE standard offers more bandwidth and services as well as a 

significant improvement in capacity. Its design was based on packet switching aiming to supply a high-
quality audio/video streaming over end-to-end Internet Protocol (IP) and offers higher peak user 

throughput to a minimum of 300 Mbps in DL and 75 Mbps in UL. 

The fifth Generation (5G) is the next primary mobile telecommunications standard beyond 4G. A data 

rate greater than 1 Gbps/user is expected in 5G, exploiting reduced cell size, distributed antennas and 

massive Multiple Input Multiple Output (MIMO) beamforming. Moreover, bandwidth, security and Quality 

of Service (QoS) are expected to increase while decreasing service costs and delays. The introduction 

of 5G allows cellular and wireless networks to match data rates and use cases, allowing a higher density 
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of mobile broadband users and supporting device-to-device, ultra-reliable, and massive machine 

communications [NGMN15]. Technologies such as virtualization, especially with Cloud Radio Access 

Network (C-RAN), also play a key role in the evolution of 5G. C-RAN was first introduced by China 

Mobile Research Institute in 2010: the cloud computing-based architecture for Radio Access Networks 

(RANs) that utilizes open platforms and real-time virtualization technology for multiplexing and 

dynamically sharing the Base Stations (BSs)’ resources in a datacenter, leading to higher data rates 
and lower network latencies. 

 Thesis Motivation and Objectives 

The proliferation of high data rate applications in conjunction with high mobile terminals usage nowadays 

has triggered a drastic increase in data rate demands [Cerw20], Figure 1.2. Therefore, wireless 

networks providers must continuously improve their infrastructure to serve data demand accordingly. 

This presents a difficult challenge, since resource allocation in conventional RANs is inefficient, since it 

is based on peak-hour traffic requirements. However, since users' demand is time-variant, traffic is not 

always at the peak level and may be up to 10 times lower in off-peak hours [CCYS14]; thus, a fixed 
allocation scheme leaves idle resources at various times/areas. 

 

Figure 1.2 – Global total traffic in mobile networks, 2014-2020 (extracted from [Cerw20]). 

C-RAN has emerged as a centralized paradigm to provide a solution for higher data rates and capacity 

demands in a cost-efficient way: Baseband Processing Units (BBUs) of BSs are decoupled from the 
radio units, known as Remote Radio Heads (RRHs); software-based BBUs are then centralized and 

consolidated in servers of a data center, known as BBU-pools. C-RAN is a critical enabling technology 

of 5G [CCYS14], providing higher data rates and lower network latencies by multiplexing the BBU-pool's 

resources. Resource multiplexing enables over-loaded BBUs to use residual resources left by the 

underutilized ones; hence, utilization is improved, and fewer resources are required than the sum of 

stand-alone BBU demands [ARET19], [LZGN16]. 

Although the consolidation of resources in C-RAN reduces the number of the required resources in the 
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network, there are still critical challenges for data centers, such as power consumption [DaWF16], 

[HMDM19] and [WeGP13]: a medium-sized one with 930 m2 and 288 racks can consume 4 MW in the 

traffic peak [PMZW10]. Since computing resources, i.e., servers, are the most energy-intensive entities 

in data centers, it is worthwhile to apply efficient resource management strategies to maximize their 

utilization and reduce the number of idle ones. An idle server consumes 60% of its peak power usage, 

although it has no productivity [PMZW10]. 

However, designing efficient resource management strategies is a complicated process for cloud 

providers. Due to the variety of network services, user arrival rates and channel conditions, BBU 

resource demands fluctuates significantly throughout the day. On the one hand, a BBU computing 

capacity should suffice peak demands; on the other hand, provisioning fixed resources based on peak 

requirements leads to idle resources for the rest of the day. As a result, an efficient resource 

management strategy in a BBU-pool should allocate the computing capacity dynamically, following the 

BBUs’ instantaneous demand, while efficiently handling the resources in case of a shortage. Resource 

shortages are time instants in which the BBU-pool’s available resources are less than demand spikes 
and come into play in two circumstances: when the objective is intentionally to design the pool with 

minimum computing resources; or, even if there are more computing resources, they cannot be 

initialized at a rate similar to the one of demand fluctuations (in the scale of milliseconds), due to 

hardware limitations. 

 Novelty and the Main Contributions 

In this thesis, a BBU-pool computing resource allocation scheme is proposed within a dynamic traffic 

demand environment. The proposed model estimates the BBUs’ demands and reconfigures BBUs’ 

Allocated Computing Capacity (AlCC) accordingly. The main objective is to maximize the utilization of 
BBU-pool computing resources, which is crucial to guarantee low power consumption in the network.  

The novelty of the proposed scheme is the consideration of the limits of the BBU-pool computing 

resources and the prioritization of BBUs in bottlenecks based on the characteristics of their ongoing 

services and QoS constraints. Simultaneously, the model guarantees all BBUs with a minimum 

computing resources to avoid crashing; furthermore, contrary to existing works, the proposed model has 

a low complexity and provides fairness of resource allocation and system efficiency, which makes it 

applicable in practical implementations. Considering both QoS and BBU Required Computing 

Capacities (RCCs) as real-time parameters, i.e., given on the basis of Time Transmission Intervals 
(TTIs), is essential not only in 4G deployments but also for the upcoming service-oriented 5G and 

ensures that the BBU-pool is provisioned with an optimum configuration, consistent with BBU demands. 

In order to evaluate the model performance, an attempt has been made to emulate a typical day of 

operation in cellular networks over which the performance of the proposed model is compared against 

equal and demand-proportional resource allocation schemes, which can be found in the literature as 
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common allocation approaches. Moreover, the model performance is evaluated in terms of resource 

usage efficiency and BBU fulfilment level, considering real-time network traffic in a tidal channel 

condition. Studies highlight how the limit of the Available Computing Capacity (AvCC) is correlated with 

the BBU demands' fulfillment level. In general terms, more resource availability translates to better 

fulfilment levels and lower levels of resource usage. However, above certain levels, the provisioning of 

more resources degrades the average resource usage dramatically while contributing very little (or 
nothing) to improving the demands’ fulfilment level.   

 Research Strategy and Impact 

The aim of providing an efficient resource allocation strategy in a BBU-pool is to maximize resource 

utilization. To achieve this goal, resources should be allocated to BBUs based on their real-time demand 

such that QoS is maintained. Hence, the first step is traffic demand evaluation, and the optimal solution 

for resource utilization can be found only afterward. In this way, the proposed resource management 

algorithm comprises two main steps: 

1. RCC estimation: calculation of instantaneous demand (measured in Operations Per Second 
[OPS]) of BBUs, according to the real-time network/user parameters. 

2. Computing resource allocation optimization: obtaining the optimal on-demand computing 

resource allocation that maximizes both BBU-pool resource utilization and efficiency with 

respect to the required QoS. 

The BBUs’ RCC estimation is based on a well-defined model, [MAMM16] and [DeDL15], for the given 

network and user parameters at a specific time. The results are then fed into the computing resource 

allocation step in order to find the optimal AlCC to BBUs. To this end, computing resource allocation in 

a BBU-pool is modeled as a game-theory bargaining game. Players, i.e., BBUs, compete for the limited 
computing resources of the BBU-pool to maximize their processing speed; the Generalized Nash 

Bargaining Solution (GNBS) with adaptive bargaining powers [Myer91] is applied to find a solution for 

the bargaining game. The two-fold solution maximizes both the BBU-pool computing resource utilization 

and the processing speed of the BBUs. In the proposed model, QoS constraints are considered. 

Additionally, service characteristics are monitored in real-time, which is essential not only in 4G 

deployments but also for the upcoming service-oriented 5G. 

This work was developed within the framework of the COST Action CA15104, Inclusive RAdio 

COmmunication Networks for 5g and beyond (IRACON) [COST20]. Participating in this project and 
regularly attending its meetings provided an opportunity to interact with researchers working on similar 

topics in Europe and the world, with whom the work was discussed and received valuable feedback. 

Excerpts from the work presented in this dissertation have already been published in several articles in 

international journals and conferences and internal reports prepared and presented within IRACON: 

 



 

6 

• Book Chapters 

• M. Barahman and L.M. Correia, “Cloud Radio Access Network (C-RAN),” in C. Oestges, 
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• Conferences 
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 Structure of the Dissertation  

This thesis is structured in seven chapters and six annexes. The rest of the document being organized 

as follows.  

Chapter 2 gives an overview of 4G and 5G mobile communications networks within the scope of the 

thesis. Section 2.1 and Section 2.2 present an overview of the network architectures and radio interfaces 

for 4G and 5G, respectively. In Section 2.3, QoS is described and Section 2.4 presents a summary of 

coverage and radio capacity concepts. Section 2.5 is dedicated to the C-RAN concept and virtualization; 
an overview of virtualization is presented, focusing on BBU-pool virtualization and related approaches. 

Section 2.6 explains how the concept of game theory is used to solve a resource allocation problem. 

Finally, Section 2.7 mentions the state of the art related to computing resource management in C-RAN. 

Chapter 3 presents the novel model and algorithm for efficient computing resource management in a 

BBU-pool. Section 3.1  gives a brief description of the chosen C-RAN architecture, strategies used for 

BBU-pool virtualization and discusses the main network assumptions. Section 3.2 presents an overview 

of the proposed resource management model. Section 3.3 summarizes the approach for estimating the 
amount of computing resources that each BBU requires at a given time, and Section 3.4 describes the 

proposed optimization model for assigning the computing resources across the BBUs in a BBU-pool. 

Equal and demand proportional resource allocation models are also described in Section 3.5 as two 

reference resource allocation schemes being compared with the proposed one. The rest of the chapter 

is dedicated to the definition of evaluation metrics, model implementation, canonical scenario and the 

simulator/model assessment.  

The proposed computing resource management model in Chapter 3 is limited to a single time, the model 

being improved in Chapter 4 by addressing time-varied traffic and demand in a tidal channel condition. 
Therefore, Chapter 4 presents an extension to the proposed resource management model and defines 

a real-time computing resource allocation framework. Section 4.1 gives an overview of the proposed 

model. Section 4.2 explains a strategy to find a proper time interval between two successive resource 

allocations. Section 4.3 mentions the metrics that are used in order to evaluate the proposed model in 

a real-time framework, and the rest of the chapter is dedicated to the simulator implementation, 

canonical scenario, and simulator assessment. 

Chapter 5 analyses the proposed computing resource allocation model's performance in terms of the 

BBU fulfilment level, resource allocation efficiency, fairness and resource usage. To this end, a 
reference scenario is characterized first in Section 5.1; BBUs’ real-time demands are estimated, and 

optimal resource allocations are achieved. Accordingly, the evaluation metrics are assessed for one 

snapshot of the network and for time-varied traffic in Section 5.2 and Section 5.3, respectively. 

Chapter 6 compares the performance of the proposed resource allocation model with other resource 

allocation schemes. Moreover, the effect of the model’s input parameters variation on its performance 

is analyzed. Section 6.1 presents an overview of the chapter. The comparison of the model’s 

performance with equal and demand proportional resource allocations schemes is presented in 
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Section 6.2. Section 6.3 and Section 6.4 analyze the effect of BBU-pool available computing capacity 

variation and user arrival rate variations on the model’s performance, respectively.  

Finally, Chapter 7 concludes this dissertation by summarizing and recalling the presented work’s 

framework and novelty in Section 7.1, the main results in Section 7.2, the key contributions in 

Section 7.3, and the potential improvements and the directions for future works in Section 7.4.  

This dissertation also includes 6 annexes. Annex A presents the convexity proofs. Annex B presents a 
BBU’s RCC variation relative to the variation of the effective parameters. Annex C lists the maximum 

Doppler shifts associated with user speed in some FDD operating Bands. In Annex D, the services’ 

traffic profiles are described. And finally, Annex E and Annex F include the simulator’s assessment 

results.  
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Chapter 2 

2 Basic Concepts and  

State of the Art 
This chapter provides a background and fundamental concepts of 4G and 5G networks, C-RAN and 

virtualization, as they are key topics for the work, as well as radio interfaces, in Section 2.1 and 

Section 2.2, respectively. Quality of Service, coverage and radio capacity are addressed next in 

Section 2.3 and Section 2.4. Then, C-RAN architecture and the framework for virtualization are 
discussed briefly in Section 2.5. Section 2.6 explains how the concept of game theory is used in order 

to solve a resource allocation problem. The last part of this chapter, Section 2.7, is dedicated to 

analyzing the state of the art. 
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 LTE Basic Concepts 

In this section, an overview of LTE’s network architecture is given, based on [DaPS11], [Ahma13] and 

[HoTo11]. 

 Network Architecture  

LTE’s network architecture has evolved from GSM and UMTS. LTE discontinued the circuit switched 
domain's support, operators being required to transfer their circuit switched services (e.g., voice) to the 

packet switched domain. The aim is to provide a seamless IP connectivity between User Equipment 

(UE) and the Packet Data Network (PDN). 

LTE uses the concept of radio bearer to transfer data through the network. Each bearer is a flow of IP 

packets associated with specific QoS parameters related to application requirements. Each user may 

need several bearers based on the diversity of QoS requirements while using multiple applications, e.g., 

Voice–over–IP (VoIP) and file transfer, to connect to different PDNs. Logically, LTE network protocols 

are classified into control plane and user plane: the control plane is responsible for managing the radio 
access bearers, besides the connection between UE and network, while the user plane is responsible 

for transporting user traffic. Figure 2.1 illustrates LTE’s network architecture.  

 

Figure 2.1 – LTE’s network architecture (based on [HoTo11]). 

The general components of LTE’s network are: 

• UE is the user’s device to communicate with the radio network. 

• Evolved UMTS Terrestrial RAN (E–UTRAN), consists of evolved NodeBs (eNBs). It handles radio 

communications between the Evolved Packet Core (EPC) and the UE. The eNBs are interconnected 

with each other using the X2 interface. Other connection interfaces between eNB and network 
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elements are illustrated in Figure 2.1. The functionalities of eNB are discussed in Section 2.1.3. 

• EPC is composed of the following elements: 

o Mobility Management Entity (MME) is involved in the control plane. Bearer activation and 

deactivation to the terminals is one of its responsibility. It is also responsible for Non-Access 
Stratum (NAS) signaling and security, the functionality operating between EPC and terminal. 

o Serving Gateway (S-GW) acts as a transporter of user plane IP packets. SGW plays multiple 

roles (e.g., charging and accounting, information gathering and handovers between eNBs). It is 

also responsible for interworking with other 3GPP technologies (e.g., GSM). 

o Home Subscriber Service (HSS) is the database containing user-related and subscriber-

related information. It also supports mobility management functions, call and session setup, 

user authentication and access authorization. 

o PDN Gateway (P-GW) is the IP anchor point acting as the interface between the LTE network 
and the external IP networks. Its responsibility includes IP address allocating and QoS 

enforcement for terminals. It is also a mobility anchor for non–3GPP radio access technologies 

connected to EPC. 

o Policy and Charging Rules Function (PCRF), QoS handling and charging is under its 

responsibility. 

The functionalities of LTE elements are divided into three layers, each containing multiple sublayers: 

Layer 1 (L1) is the PHYsical (PHY) layer; Layer 2 (L2) contains Medium Access Control (MAC), Radio 

Link Control (RLC), and Packet Data Convergence Protocol (PDCP) sublayers; likewise, Layer 3 (L3) is 
split into Radio Resource Control (RRC) and NAS. The functionality of each of the mentioned layers are 

explained in detail in Section 2.1.3. 

 LTE Radio Interface 

LTE operates in both Time Division Duplex (TDD) and Frequency Division Duplex (FDD) modes. 

Currently, 22 paired band and nine unpaired bands have been defined for LTE. Some of the frequency 
bands are shown in Table 2.1. 

LTE uses OFDMA for DL, which is based on OFDM wherein all the bandwidth is divided into subcarriers 

orthogonal to each other. For an efficient operation of spectrum and a provision of isolation between 

subcarriers, OFDMA inserts cyclic prefix between subcarriers. Depending on the transmission scenario, 

the length of cyclic prefix can be normal or expanded, leading to different subcarriers bandwidths, i.e., 

7.5 kHz or 15 kHz. As for UL, LTE uses SC-FDMA, which uses orthogonal subcarriers similarly, but 

while in OFDMA there is a one-to-one mapping between data symbols and subcarriers, SC–FDMA 

allows a data symbol to be transmitted in parts over multiple subcarriers. 

The radio frames, used for signal transmission in LTE, last for 10 ms. Frames are divided into 10 smaller 

sub-frames. Each sub-frame consists of two 0.5 ms slots, where one slot is further divided into 6 or 7 

OFDM symbols in the time domain. The smallest chunk of data transmitted by the LTE eNB is called 

Resource Block (RB), which consists of all OFDM symbols in a slot in the time domain and 12 or 24 

subcarriers, depending on each subcarrier bandwidth being 15 kHz or 7.5 kHz, leading to a 180 kHz 
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bandwidth in the frequency domain. The smallest amount of data identified in the LTE PHY layer is 

called a Resource Element (RE) made of one OFDM symbol in the time domain and one subcarrier in 

the frequency domain. A sample of an RB and RE are shown in Figure 2.2. 

Table 2.1 – LTE frequency bands (extracted from [HoTo11]). 

Frequency bands for paired bands  Frequency bands for unpaired bands 
Operating Band UL [MHz] DL [MHz]  Operating Band UL and DL [MHz] 

Band 1 1920-1980 2110-2170  Band 33 1900-1920 

Band 2 1850-1910 1930-1990  Band 34 2010-2025 

Band 3 1710-1785 1805-1880  Band 38 2570-2620 

Band 4 1710-1755 2110-2155  Band 39 1880-1920 
Band 5 824-849 869-894  Band 40 2300-2400 

Band 6 830-840 875-885  Band 41 2496-2690 
Band 7 2500-2570 2620-2690  

Band 8 880-915 925-960  
Band 9 1750-1785 1845-1880  

Band 10 1710-1770 2110-2170  

Band 11 1427.9-1452.9 1475.9-1500.9  
Band 20 832-862 791-821  

Band 21 1447.9-1462.9 1495.9-1510.9  
Band 22 3410-3490 3510-3590  

Band 23 2000-2020 2180-2200  
Band 24 1626.5-1660.5 1525-1559  

 

 
Figure 2.2 – RB in time and frequency domain (extracted from [DaPS11]). 

To deliver information faithfully within the network, LTE uses a structure of channels. Data are classified 

for efficient delivery in the LTE protocol layers, RLC performing this logical categorization in the process 

named classification or concatenation. For actual transmission, however, data is mapped onto physical 

channels, each one corresponding to a set of REs. User data in DL is transported in Physical DL Shared 

Channel (PDSCH), the transmission of data in the PDSCH being made in units known as Transport 
Blocks (TBs).  
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LTE was designed to operate in a diverse range of bandwidths from 1.4 MHz to 20 MHz, the number of 

available RBs in the network depending on the bandwidth. The correspondence between bandwidth and 

the respective number of RBs is presented in Table 2.2. The transmission bandwidth can be further 

enlarged by using carrier aggregation, where several Component Carriers are aggregated in order to 

send/receive data to/from a single user. LTE can aggregate up to 5 component carriers leading to a 

100 MHz transmission bandwidth. It should be noticed that in the case of carrier aggregation, the 
physical layer process applies separately to each component carrier. 

Table 2.2 – Number of RBs associated with each LTE channel bandwidth (extracted from [Tols15]). 

Channel bandwidth [MHz] 1.4 3.0 5.0 10 15 20 
Number of RBs 6 15 25 50 75 100 

Peak throughput – DL [Mbps] (𝟒 × 𝟒) 17.5 44.3 73.4 150.8 220.3 299.6 
Peak throughput – UL [Mbps] (𝟏 × 𝟐) 4.4 11.7 18.3 36.7 55.6 75.4 

 

The number of bits carried by a single RE depends on the Modulation and Coding Scheme (MCS), LTE 

supporting three modulation schemes: Quadrature Phase Shift Keying (QPSK), 16 Quadrature 

Amplitude Modulation (16QAM) and 64QAM, corresponding to 2, 4 and 6 bits per modulation symbol. 

According to the user’s Signal to Interference plus Noise Ratio (SINR), an MCS index is assigned to the 

user that maximizes throughput. The eNB selects an MCS index during data transmission. Measuring 

SINR, the UE estimates the link quality before transmission and recommends the highest MCS that the 
UE can decode with a block error rate less than 10% [Ahma13]; the recommended MCS is reported to 

the eNB as a Channel Quality Indicator (CQI) known for both UE and eNB, and the eNB selects an 

appropriate MCS index. Figure 2.3 shows the relationship between SINR and data rate for some 

modulation schemes. 

Channel coding is used to enhance communications efficiency and robustness. The encoder on the 

transmitter side adds redundancy to the data in the form of parity bits, these redundant bits being used 

on the receiver side to correct a number of channel errors. An encoder receives 𝑘 bits as an input at a 

time and produces a codeword of 𝑛 bits in which the ratio of 𝑘/𝑛	is the coding ratio, which describes the 

amount of redundant information used for protecting data; a higher coding ratio decreases channel data 

error, but the bandwidth efficiency will be decreased. 

In early releases, LTE was required to support a peak data rate of 100 Mbps in DL and 50 Mbps in UL, 

but later 3GPP Release 10 enhanced the capabilities of LTE to a 100 MHz bandwidth (by using five 

component carriers) in LTE–Advanced, in addition to enhanced MIMO configuration led to a peak data 

rate of 3 Gbps in DL and 1.5 Gbps in UL. With a higher UL/DL speed, LTE supports various 
Transmission Modes (TMs) from multiple transmitting antennas, i.e., MIMO. In spatial multiplexing TM, 

multiple independent and separately encoded data signals called streams of data are transmitted from 

multiple transmit antennas. The number of streams with unique data indicates the transmitting order. 

The UE determines the transmitting order compatible with the channel condition. On the other TM, i.e., 

transmit diversity, the same data is transmitted across the different antennas, at the same time and 

frequency wherein the transmitting order is equal to one. 
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Figure 2.3 – DL throughput, according to SINR (extracted from [Viei18]). 

The adjustment of the type of multi-antenna transmission scheme is based on the radio environment. 

MIMO with a higher order can be used in good channel conditions, i.e., high SINR and low correlation 
in the antennas. In low SINR, another type of multi-antenna technique should be used, e.g., transmit 

diversity. To adjust the TM between UE and eNB, the UE requires the eNB system information, i.e., 

capability and engineering of the eNB cell [3GPP20a]. System information includes most of the essential 

and frequently used transmission parameters acquired to establish a connection, e.g., MIMO order. The 

UE applies the system information acquisition procedure upon selecting and upon reselecting a cell, 

after handover completion, after entering E-UTRAN from another Radio Access Technology (RAT), 

upon return from out of coverage and upon receiving a notification that the system information has 

changed. After information acquisition, the UE feedbacks the Channel State Information (CSI) based on 
the channel condition and reports its preferred TM accordingly. Eventually, the BS designs a TM 

according to the received feedback and notifies the UE by RRC messages. The CSI report is a 

composition of one or several pieces of information [Ahma13]: 

• Rank Indicator (RI): it is applicable for spatial multiplexing modes, indicating the UE preferred 

MIMO order under the current channel condition.  

• Precoding Matrix Indicator (PMI): it indicates the UE preferred precoding matrix required during 
the precoding process. 

• CQI: it represents the highest MCS that, if used, would mean the user plane data transmission using 

the recommended RI and PMI would be received with a block-error probability of at most 10%. 

Reporting can be configured to be aperiodic, being transmitted upon request by the network, or periodic, 

being delivered with a certain periodicity. In each case, the UE's time and frequency radio resources to 
report CSI are controlled by the eNB and configured in the higher layer.  

Moreover, LTE supports mobility across the cellular network and is optimized for low mobile speed from 

0 to 15 km/h; higher mobile speeds between 15 and 120 km/h are also supported with high performance. 

Mobility across the cellular network is maintained at speeds from 120 to 350 km/h (or even up to 

500 km/h depending on the frequency band) [3GPP09]. To facilitate the estimation of coherence time 

and coherence bandwidth related to the user mobility in the cell and multipath communication channel, 
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LTE exploits Reference Signals (RSs). The channel frequency response is estimated at the RS locations 

over the time-frequency grid. Using interpolation techniques makes it possible to estimate the channel 

at other time-frequency locations. RSs locations in time and frequency should be in such a way to ensure 

sufficient channel estimation accuracy. The required spacing between RSs in the frequency-domain 

(coherence frequency) and time-domain (coherence time) depends on the channel's maximum delay 

spread and maximum Doppler shift, respectively. 

 Overview of LTE Base Station’s Processing 

As mentioned before, the LTE elements' functionalities are divided into two planes (user and control 

planes) and three layers, each containing multiple sublayers (L1 is the PHY layer, L2 contains MAC, 

RLC and PDCP sublayers, and L3 is split into RRC and NAS sublayers). Figure 2.4 shows the control 

plane protocol stack. 

 

Figure 2.4 – Control plane protocol stack (extracted from [3GPP20b]). 

In the following, the functionalities of each layer are explained.  

o NAS (L3): control protocol, whose primary services and functions include EPS bearer management, 

Paging origination, authentication and security control.  
o RRC (L3): it performs functions of Broadcast, Paging, RRC connection management, RB control, 

mobility functions and UE measurement reporting.  

o PDCP (L2): it controls RRC messages originating from the control plane and IP packets originating 

from the user side; for the user plane, PDCP offers ciphering, header compression, reordering and 

retransmission during handover.  

o RLC (L2): it comprises Automatic Repeat reQuest (ARQ) functionality and supports data 

segmentation and concatenation to minimize the protocol overheads independent of the data rate. 

o MAC (L2): it multiplexes data from different services (radio bearers) onto a MAC Packet Data Unit 

(PDU), a TB. The MAC layer maintains the negotiated QoS for each radio bearer by instructing the 
sublayer above, the RLC, about the amount of data transmitted from each radio bearer. Another 

critical task for the MAC sublayer is scheduling. The scheduler in the eNB controls the assignment 

eNB

PHY

UE

PHY

MAC

RLC

MAC

MME

RLC

NAS NAS

RRC RRC

PDCP PDCP



 

16 

of UL and DL radio resources. 

• PHY (L1): it implements the functions required for transmitting information across the physical 

channel. As Figure 2.5 shows, the data arrives at the PHY layer in the form of TBs in each TTI. The 

functionality of the PHY layer details in the DL side is explained in what follows:  
o Cyclic Redundancy Check (CRC) (PHY): error detection is provided on each TB through a 

CRC. CRC is appended to the TBs received from the MAC layer before being passed to the 

next step. In the CRC method, a certain number of check bits, often called a checksum, are 

appended to the message being transmitted. The receiver can determine whether the check 

bits agree with the data. Furthermore, if the number of bits is more than 6 144 in a block, it is 

broken into smaller ones. CRC is directly connected to the error correction methods. 

o Channel coding and rate-matching (PHY): to enhance wireless communications' efficiency 

and robustness, channel coding is used. Encoder on the transmitter side adds redundancy to 
the data in the form of parity bits, which are used to correct a number of channel errors on the 

receiver side. The channel coding scheme applied to the user plane data is turbo coding, which 

is a Parallel Concatenated Convolutional Code (PCCC) with two 8-state constituent encoders 

and one turbo code internal interleaver [3GPP20c]. The coding rate of the turbo encoder is 1/3. 

If the size of TBs appended with a CRC is larger than the maximum coding block size supported 

by the turbo coder, the blocks are segmented into smaller code blocks. Channel coding and 

rate matching are later performed, and the codeblocks are concatenated to create codewords. 

Turbo coded blocks are individually rate matched. The rate matching block creates an output 
bitstream with a desired code rate. The resulting rate matched blocks are concatenated to 

create a single codeword for transmission. The rate matching algorithm is capable of producing 

any arbitrary rate.  

o Scrambling (PHY): by scrambling, the eNB can separate signals coming simultaneously from 

many different UEs and the UE can separate signals coming simultaneously from many different 

eNB. Scrambling produces a block of scrambled bits from the input bits. The bits are scrambled 

with a different scrambling sequence for each codeword coming from the channel coding 
process. 

o Baseband Modulation (PHY): maps the bit values of input to complex modulation symbols with 

a specified modulation scheme. 

o Layer mapping and precoding (PHY): in these steps, input symbols from the modulation 

phase are mapped to symbols transmitted over multiple transmit antennas. Layer mapping splits 

data into layers. The number of layers can be up to the MIMO order. There are different layer 

mapping methods specific to each MIMO mode. After mapping, the layers are precoded, 

exploiting a precoding matrix. Precoding types depend on radio channel characteristics and 
MIMO mode. In this stage, the layer matrix is multiplied by a precoding matrix that creates the 

antenna port subcarrier value for each modulated symbol to be mapped. Results are sent to the 

next stage to perform resource mapping. 

o Resource mapping (PHY): in this phase, the blocks of modulated symbols are mapped onto 

subcarriers in OFDMA symbols REs. Resource mapping is performed separately for each 
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antenna port used for transmission. Information transferred over the antenna depends on the 

selected MIMO mode, e.g., in transmit diversity the same information is transmitted by several 

antennas. 

 

 
(a) DL (b) UL 

Figure 2.5 – Overview of PHY layer processing in BS (extracted from [Ahma13]). 
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o OFDM (PHY): after assigning modulated symbols to all subcarriers for an antenna port, the 

symbols are sent to the OFDM modulator. Exploiting Inverse Fast Fourier Transform (IFFT) 

converts the symbols into the time domain. Then cyclic prefix is inserted, and data is transmitted. 

On the UL side, the received symbols are processed in the reverse manner as for the DL one: 

o OFDM Demodulation (PHY): it demodulates an OFDM input signal. The first cyclic prefix of the 

OFDM symbol is removed and one Fast Fourier Transform (FFT) operation per received FDMA 
symbol is performed. The received subcarrier values are recovered. 

o Antenna and resource de-mapping (PHY): it aims to invert resource mapping operations to 

extract RS and data. 

o Equalization: it aims to compensate for channel distortion and restore the original signal. In 

frequency-domain equalization, the received signal is transformed to the frequency-domain 

using a Discrete Fourier Transform (DFT) operation. The equalized frequency-domain signal is 

then transformed to the time-domain using an IDFT operator.  

o Layer de-mapping (PHY): it aims to invert the operations of layer mapping to separate and 
detect the received symbols via MIMO antennas. 

o Baseband Demodulation (PHY): it aims to recover the information content from the modulated 

carrier wave. 
o Descrambling: it is the reverse of the scrambling process, returning the unscrambled bit 

sequence from the received scrambled bit sequence. 

o Decoding CRC check and Hybrid ARQ (HARQ): In this stage, the aim is to recover data bits 

and parity bits from descrambled streams. Its functionality is the reverse of the rate matching 
and channel coding process. A cycle of rate de–matching, turbo decoding, code block 

concatenation and CRC check functions is required to output data and parity bits. The parity 

bits are fed back to the HARQ controller block, which controls HARQ transmission for transport 

channels to generate HARQ control signals, e.g., TB size and retransmission number using the 

HARQ ACK/NACK feedback from the receiver. Turbo decoder is also comprised of two 

decoders and one internal interleaver/de-interleaver. A code block is iteratively processed so 

that the output of one of the decoders is fed into the other one. After each decoder component, 

CRC is checked. Iterative exchange continues until the maximum number of iterations (specified 
at the input port), or it will be stopped as soon as CRC check results with success. Moreover, 

data is reordered by interleaving and de-interleaving blocks in the decoding process. 

 5G Basic Concepts 

5G evolved from LTE and supports just the packet switch domain. The architecture of 5G is presented 

in Figure 2.6. 
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Figure 2.6 – 5G overall architecture (based on [3GPP20d]). 

General components of 5G network are:  

• UE is the user’s device to communicate with the radio network. 

• Next Generation Radio Access Network (NG-RAN) it consists of a set of next generation NodeBs 
(gNBs) and next generation eNodeB (ng-eNBs), which are connected to the 5G Core Network (5GC) 

through the Next Generation (NG) interface: gNB and ng-eNB function for radio resource 

management, i.e., radio bearer control, radio admission control, connection mobility control, 

dynamic allocation of resources to UEs in both UL and DL (scheduling); IP header compression, 

encryption and integrity protection of data; gNB and ng-eNB also function for selection of an Access 

and Mobility management Function (AMF) at UE attachment when no routing to an AMF can be 
determined from the information provided by the UE; routing of user plane data towards User Plane 

Functions (UPFs); routing of control plane information towards AMF; connection setup and release; 

scheduling and transmission of paging messages; scheduling and transmission of system broadcast 

information; measurement and measurement reporting configuration for mobility and scheduling; 

transport level packet marking in the UL; session Management; support of network slicing; QoS flow 

management and mapping to data radio bearers; distribution function for NAS messages; RAN 

sharing; dual connectivity and tight interworking between New Radio (NR) and EUTRA. 

• 5GC is composed of the following elements: 
o AMF is responsible for NAS signaling termination; NAS signaling security; access stratum 

security control; inter core network node signaling for mobility between 3GPP access networks; 

idle mode UE reachability (including control and execution of paging retransmission); 

registration area management; support of intra-system and inter-system mobility; access 

authentication; access authorization including check of roaming rights; mobility management 

control (subscription and policies) and support of network slicing. 
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• UPF is the anchor point for Intra-/Inter-RAT mobility (when applicable); external PDU session 

point of interconnect to data network; packet routing & forwarding; packet inspection and User 

plane part of Policy rule enforcement; traffic usage reporting; UL classifier to support routing 

traffic flows to a data network; branching point to support multi-homed PDU session; QoS 

handling for user plane, e.g., packet filtering, gating, UL/DL rate enforcement; DL packet 

buffering and DL data notification triggering. 

Similar to LTE, 5G network protocols are classified into control and user planes. The NG user plane 

protocol stack between a gNB node and a UE is illustrated in Figure 2.7. The Service Data Adaptation 

Protocol (SDAP) sublayer is responsible for mapping between a QoS flow and a data radio bearer and 

marking QoS flow ID (QFI) in both DL and UL packets. The concept of QoS flow and QFI is explained 

in more detail in Section 2.3. The rest of the sublayers’ functionality is the same as in LTE. A difference 

is in the physical layer, since, unlike LTE, 5G exploits low density parity check for both DL/UL shared 

channel coding. For more details, one is referred to [3GPP20d] and [3GPP20e]. 

 

 

Figure 2.7 – 5G user plane protocol stacks (extracted from [3GPP20d]). 

Apart from the bands used for LTE, new ones were added to 5G spanning from 450 MHz to around 

6 GHz. Using previously unexploited frequency bands, i.e., millimeter waves, frequency bands above 

24 GHz or even 60 GHz are foreseen, enabling 5G with higher data rate and capacity. 5G supports both 

paired and unpaired bands: in the former, distinct frequency ranges are allocated for UL and DL, and in 

the latter, a single shared frequency range is allocated to both UL and DL. The Frequency Ranges (FR) 

in which NR can operate are described in Table 2.3, where FR1 includes all existing and new bands 
below 6 GHz and FR2 includes new bands in the range of 24 to 53 GHz, [3GPP20f]. 

5G uses OFDMA for both UL and DL. Unlike LTE, where SC-FDMA is the main and the only data 

transmission scheme in UL, OFDMA is the main transmission scheme for 5G in UL with the possibility 

of using SC-FDMA as complementary. Moreover, 5G supports several ranges of SubCarrier Spacing 

(SCS) as it is designed to support a wide range of deployment scenarios. Therefore, the subcarrier 

spacing baseline is selected to be 15 kHz, but it can vary in the range of 15 kHz to 120 kHz [3GPP20f]. 

The number of RBs for each BS channel bandwidth and the SCS is specified in Table 2.4 for FR1 and 

Table 2.5 for FR2. 
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Table 2.3 – 5G operating bands in FR (based on [3GPP20f]). 

Operating bands in FR1  Operating bands in FR2 
operating 

band UL [MHz] DL [MHz] Duplex 
Mode 

operating 
band UL and DL [MHz] Duplex  

Mode 
n1 1920– 1980  2110 – 2170  FDD n257 26500 – 29500  TDD 
n2 1850 – 1910  1930 – 1990  TDD n258 24250 – 27500  TDD 
n3 1710 – 1785  1805 – 1880  TDD n260 37000 – 40000  TDD 
n5 824– 849  869 – 894  TDD n261 27500 – 28350  TDD 
n7 2500 – 2570  2620 – 2690  TDD  
n8 880 – 915  925 – 960  FDD 
n12 699 – 716  729 – 746  FDD 
n20 832 – 862  791 – 821  FDD 
n25 1850 – 1915  1930 – 1995  FDD 
n28 703 – 748  758 – 803  FDD 
n34 2010 – 2025  2010 – 2025  TDD 
n38 2570 – 2620  2570 – 2620  TDD 
n39 1880 – 1920  1880 – 1920  TDD 
n40 2300 – 2400  2300 – 2400  TDD 
n41 2496 – 2690  2496 – 2690  TDD 
n50 1432 – 1517  1432 – 1517  TDD 
n51 1427 – 1432  1427 – 1432  TDD 
n66 1710 – 1780  2110 – 2200  FDD 
n70 1695 – 1710  1995 – 2020  FDD 
n71 663 – 698  617 – 652  FDD 
n74 1427 – 1470  1475 – 1518  FDD 
n75 N/A 1432 – 1517  SDL 
n76 N/A 1427 – 1432  SDL 
n77 3300 – 4200  3300 – 4200  TDD 
n78 3300 – 3800  3300 – 3800  TDD 
n79 4400 – 5000  4400 – 5000  TDD 
n80 1710 – 1785  N/A SUL  
n81 880 – 915  N/A SUL  
n82 832 – 862  N/A SUL  
n83 703 – 748  N/A SUL 
n84 1920 – 1980  N/A SUL 
n86 1710 – 1780  N/A SUL 

 

Table 2.4 – Number of RBs associated with each channel bandwidth for FR1 (based on [3GPP20f]. 

Channel Bandwidth  
[MHz] 

SCS [kHz] 
5 10 15 20 25 30 40 50 60 70 80 90 100 

15 25 52 79 106 133 160 216 270 N. A 
30 11 24 38 51 65 78 106 133 162 189 217 245 273 
60 N. 

A 11 18 24 31 38 51 65 79 93 107 121 135 
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Table 2.5 – Number of RBs associated with each channel bandwidth for FR2 (based on [3GPP20f]. 

Channel Bandwidth  
[MHz] 

SCS [kHz] 
50 100 200 400 

60 66 132 264 N. A 
120 32 66 132 264 

 

As mentioned in the previous section, the number of bits that can be carried by a single RE depends on 

the selected MCS. An appropriate MCS is selected, based on the information that the UE sends about 

its communication channel quality. 5G supports π/2-Binary Phase Shift Keying (π/2-BPSK), BPSK, 

QPSK, 16QAM, 64QAM and 256QAM [3GPP20g].  

Moreover, similar to LTE, 5G exploits channels to deliver information faithfully in the network. Data are 
classified for efficient delivery in the 5G layers. Since this concept's principles are the same as for LTE, 

the discussion is not repeated in this subsection. 

 Quality of Service 

The particular quality a network offers for a service is called QoS [PSAD05]. The number of simultaneous 

users, bit rate and power level are key factors affecting the quality achieved by users. In order to study 

QoS, a bearer service with clearly defined characteristics and functionality should be set up from the 
source to the destination of a service. 

Nowadays, people use different service types while using mobile communications systems: one can 

make a phone call using VoIP while browsing the internet at the same time. Requirements vary 

depending on the type of service, e.g., VoIP cannot tolerate much delay while a slight delay in web 

browsing is bearable. Therefore, there are two categories of bearers in LTE: Guaranteed Bit Rate (GBR) 

bearers guarantee minimum bit rate for their services and are suitable for real-time services, e.g., voice; 

Non-GBR bearers offer no such guarantees, so they are suitable for non-real-time services, e.g., web 
browsing. Each bearer has two fundamental parameters: QoS Class Identifier (QCI) and Allocation and 

Retention Priority (ARP). QCI is a scalar representing predefined values for priority, Packet Delay 

Budget (PDB), and Packet Error Rate (PER), a bearer being always associated with a QCI, enabling an 

eNB to decide how to handle a bearer. ARP is used to determine whether to accept or reject a bearer 

establishment in case of radio congestion. In Table 2.6, standardized QCI characteristics are listed. 

In LTE, QoS is divided into four different classes concerning the type of service [3GPP20h]. Table 2.7 

summarizes the key features of QoS classes, being defined in what follows. 

• Conversational contains applications performing real-time conversations between live end-users, 
e.g., voice over IP and video conferencing. Preserving time relation between information entities of 

the stream is a characteristic of the applications within this class. 
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Table 2.6 – Standardized QCI characteristics for LTE (based on [3GPP16a]). 

QCI Resource 
Type Priority Level PDB 

[ms] PER Example Services 

1 

GBR 

2 100 10-2 Conversational Voice 
2 4 150 10-3 Conversational Video (Live Streaming) 
3 3 50 10-3 Real-time Gaming, V2X messages 

4 5 300 10-6 Non-Conversational Video (Buffered 
Streaming) 

65 0.7 75 10-2 Mission Critical user plane Push To 
Talk voice (e.g., MCPTT) 

66 2 100 10-2 Non-Mission-Critical user plane Push to 
Talk voice 

75 2.5 50 10-2 V2X messages 
5 

Non-GBR 

1 100 10-6 IMS Signaling 

6 
6 

(For Multimedia Priority 
Services subscribers) 

300 10-6 
Video (Buffered Streaming)  

TCP-based (e.g., www, e-mail, chat, ftp, 
progressive video, etc.) 

7 7 100 10-3 Voice, Video (Live Streaming) 

8 
8 

(For premium 
subscribers) 

300 10-6 
Video (Buffered Streaming)  

TCP-based (e.g., www, e-mail, chat, ftp, 
progressive video, etc.) 9 

9 
(for non-privileged 

subscribers) 

69 0.5 60 10-6 Mission Critical delay sensitive 
signaling (e.g., MC-PTT signaling) 

70 5.5 200 10-6 Mission Critical Data (e.g., example 
services are the same as QCI 6/8/9) 

79 6.5 50 10-2 V2X messages 

Table 2.7 – QoS classes (extracted from [Corr14]). 

 Conversational Streaming Interactive Background 
Real-time Yes Yes No No 

Symmetric Yes No No No 
Switching CS CS PS PS 

Guaranteed Rate Yes Yes No No 
Delay Minimum/ Fixed Minimum/ Variable Moderate/ Variable High/ Variable 
Buffer No Yes Yes Yes 
Bursty No No Yes Yes 

Example Voice video–clip www email 

 

• Streaming encloses applications that are demanding real-time data flow, e.g., streaming video and 

audio. This class of applications also preserves time relation between information entities. 

• Interactive is employed when data is requested from a remote device. Applications, including web-
browsing, database retrieval, server access or polling for measurement records and automatic 

database inquiries fall into this class. Requesting response patterns and preserving payload content 

are essential characteristics of QoS in this class. 
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• Background is a scheme applied when the application runs in the background, e.g., email, SMS 

and download of databases. In this class of applications, the destination is not expecting the data 

within a specific time, but payload content should be preserved. 

5G is capable of responding to a diverse range of services and applications. 3GPP categorizes 5G 
services into five classes [3GPP16b]: 

1. enhanced mobile broadband, 

2. critical communications, 

3. Massive machine Type Communications (MTC), 

4. network operation, 

5. enhancement of Vehicle-to-everything (eV2X). 

A conceptual diagram depicting the service dimensions is presented in Figure 2.8, showing some 

examples of the services in each class. One should note that the service classes defined in the earlier 
version of mobile communications, i.e., conversational, streaming, interactive and background, are also 

foreseen to be supported by 5G. 

 
Figure 2.8 – 5G service dimension (extracted from [3GPP16b]). 

In order to guarantee QoS, 5G proposes a model presented in Figure 2.9: 5GC establishes one or more 

PDU session for an individual UE; the process starts by sending a PDU session establishment message 

from the UE side to the 5GC; once the 5GC receives the request, it sends an inquiry to the gNB for the 

resources that the PDU session requires; the gNB then asks the UE to establish one or several data 

radio bearers over which the data is exchanged between UE and gNB. A logical interface between the 

NG-RAN node and UPF, i.e., NG-U, is also established for data transmission between gNB and UPF. 
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UPF performs transport level packet transmission on a per QoS Flow basis, making QoS differentiation 

among the distinct PDU sessions. A PDU session may contain one or multiple QoS flows. Packets of 

the user plane traffic mapped onto the same QoS flow receive the same traffic forwarding treatment, 

e.g., scheduling and admission threshold, edge-to-edge between the UE and the UPF. One of the 

fundamental parameters that 5GC exploits to characterize an individual QoS flow is 5G QoS Identifier 

(5QI), which is a scalar representing predefined values for resource type, priority level, PDB, PER, 
averaging window and maximum data burst volume as the performance characteristics that a QoS flow 

receives. The one-to-one mapping of standardized 5QI values to 5G QoS characteristics are specified 

in Table 2.8. 

Table 2.8 – Standardized 5QI to QoS characteristics mapping (extracted from [3GPP18]). 

5QI 
Value 

Resource 
Type 

Default 
Priority 
Level 

PDB 
[ms] PER 

Default 
Maximum Data 

Burst 
Volume[B] 

Example Services 

1 

GBR 

20 100 10-2 

N/A 

Conversational Voice 
2 40 150 10-3 Conversational Video (Live Streaming) 

3 30 50 10-3 

Real-time Gaming, V2X messages, 
Electricity distribution – medium 
voltage, Process automation - 
monitoring 

4 50 300 10-6 Non-Conversational Video (Buffered 
Streaming) 

65 7 75 10-2 Mission Critical user plane Push To 
Talk voice (e.g., MCPTT) 

66 20 100 10-2 Non-Mission-Critical user plane Push 
To Talk voice 

67 15 100 10-3 Mission Critical Video user plane 
5 

Non-GBR 

10 100 10-6 IMS Signaling 

6 60 300 10-6 
Video (Buffered Streaming), TCP-
based (e.g., www, e-mail, chat, ftp, p2p 
file sharing, progressive video, etc.) 

7 70 100 10-3 Voice, Video (Live Streaming), 
Interactive Gaming 

8 80 
300 10-6 

Video (Buffered Streaming), TCP-
based (e.g., www, e-mail, chat, ftp, p2p 
file sharing, progressive video, etc.) 9 90 

69 5 60 10-6 Mission Critical delay sensitive 
signaling (e.g., MC-PTT signaling) 

70 55 200 10-6 Mission Critical Data 
79 65 50 10-2 V2X messages 

80 68 10 10-6 Low Latency eMBB applications 
Augmented Reality 

82 
Delay 
Critical 
GBR 

19 10 10-4 255 Discrete Automation 
83 22 10 10-4 1354 Discrete Automation 
84 24 30 10-5 1354 Intelligent transport systems 
85 21 5 10-5 255 Electricity Distribution- high voltage 
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Figure 2.9 – QoS architecture (extracted from [3GPP20d]). 

 Coverage and Radio Capacity 

Coverage and radio capacity are two major factors limiting cellular network performance. Coverage 
indicates how strong the transmitted signal should be in order to be recovered by a typical mobile device 

far from the BS, being more critical in rural areas. To estimate coverage, the Propagation Loss (PL) 

should be analyzed. To achieve the highest PL, it is required to have the largest value that a transmitter 

can send and the smallest value at which the receiver can recover the information. 

However, these calculations are not enough because the actual PL depends on other factors, i.e., radio 

propagation antenna and geographical aspects. The effective height of the antenna concerning the 

ground should be considered as well. An elevated antenna propagates radio waves farther, which leads 

to a higher coverage; however, since each cell's radio capacity is limited, the extra coverage may not 
be useful, and it can cause interference in neighboring cells.  

The cell coverage radius can be estimated considering the link budget and an appropriate propagation 

model for the path loss, [Corr20],  

𝑅[TB]'%33 = 10
+1[56(]	8	91[56)]:	+;[56(]	8	9;[56)]	:	2+[56]

<=	>?@ , (2.1)  

where: 

• 𝑃0: power fed to the antenna, 

• 𝐺0: gain of transmitting antenna, 
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• 𝑃-: power sensitivity at the receiver antenna, 

• 𝐺-: gain of the receiving antenna, 

• 𝐿+: path loss given by the link budget computation, 

• 𝑎>?: average power decay. 

The above-mentioned factors influence the cell size, cells being categorized as Macro-, Micro-, Pico- 

and Femto-cells with respect to the size. Table 2.9 shows the typical cell radius. 

Table 2.9 – Different cell radius (extracted from [Corr14]). 

Cell Radius [km] 
Macro > 3 
Micro 0.1 – 1 
Pico < 0.1 

Femto < 0.05 
 

On the other hand, radio capacity describes the number of devices that a BS can process, limited by 

the BS data rate, which is crucial in crowded areas, e.g., urban ones. The maximum number of users 

who can access the network depends on the amount of RBs and data rate allocated to each one 
according to the modulation and type of service. The total number of users in a single cell can be 

estimated as [Carr11] 

𝑁'%33# = V&"A[BC]		W.DE		O?F.		OG-@

V&XXXX"A-[BC]
 , (2.2) 

 

where: 

• Δ𝑓!": total bandwidth available, 

• 𝐺>21: radio capacity gain obtained due to users positioning in the cell, 

• 𝐺E#?: radio capacity gain obtained due to multi-user diversity, 

• Δ𝑓QQQQ!"#: average bandwidth of the RBs allocated per user, 

• 𝜂1'5: scheduler efficiency, chosen in [0, 1]. 

As (2.2) shows, the bandwidth allocated to each cell has a strong effect on capacity. LTE works in a 

diverse range of bandwidths, which can be enlarged even more with carrier aggregation, therefore, radio 

capacity is much higher in LTE compared to previous cellular network generations. 

5G also supports the concept of carrier aggregation, but it can support the aggregation of up to 16 carrier 

components with different bandwidths, which leads to a transmission bandwidth of up to 6.4 GHz 

[DaPS18]. The application of new network topology, i.e., using small cells installed closer to subscribers, 

Wi-Fi offloading, advanced antenna techniques and MIMO channels, also increase the overall user 
throughput and radio capacity in 5G. 

It is important to note that radio capacity is inversely related to QoS: the higher is QoS, the lower capacity 

is. Tuning coverage, capacity and QoS is an optimization problem that is addressed in radio network 

planning. 
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 C-RAN and Virtualization 

The proliferation of high data rate applications in conjunction with high mobile terminals usage nowadays 

has triggered a drastic increase in data rate demands [Cisc19], therefore, wireless network providers 

must continuously improve their infrastructure to serve this demand accordingly. The challenge is even 

more difficult because resource allocation in conventional RANs is inefficient, since it is based on peak-

hour traffic requirements, while users' demand is time-varying, hence, traffic not being always at the 

peak level and being possibly up to 10 times lower in off-peak hours [CCYS14]; thus, a fixed allocation 
scheme leaves resources idle in various times/areas. C-RAN has emerged as a centralized paradigm 

to provide a solution for higher data rates and capacity demands in a cost-efficient way. In this section, 

the C-RAN architecture and its advantages are discussed according to [NGMN13], [CMRI13], [CCYS14] 

and [HDGK13]. 

In contrast to the traditional RAN architecture, where radio and baseband processing are integrated 

inside the BS, C-RAN splits the functions set into two main categories: the radio unit as RRH and signal 

processing unit as BBU. A C-RAN architecture is illustrated in Figure 2.10: baseband processing units 
of multiple traditional BSs are separated and aggregated into a central site to form a BBU-pool to which 

associated RRHs are connected. Multiple BBU-pools are connected via a high-speed optical link at a 

higher level. 

 
Figure 2.10 – C-RAN architecture (extracted from [FPHG14]). 

From a technological viewpoint, BBU implementation can be based on a General-Purpose Processor 

(GPP), Graphics processing units (GPUs), or traditional BS platform (non–GPP based). As GPP 
technology has improved in terms of new instructions, processing pipeline, power consumption and 

powerful cache technology, it is possible to exploit GPP in signal processing and BBU-pools. 

Furthermore, multiple Central Processing Units (CPUs) can be embedded in one server, each with 

multiple cores, which increases performance at a high rate and meets all kinds of processing 

requirements from PHY layer to application layer, control and data plane. 
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As GPPs (or GPUs) are programmable processors, GPP based systems have advantages in flexibility 

and configurability. Therefore, it supports easy migration to newer and updated standards. The usage 

of application-specific hardware, e.g., Field-Programmable Gate Array (FPGA) and Application-Specific 

Integrated Circuits (ASICs), and software, is another approach for BBU-pool implementation that has 

been taken by most traditional RANs so far. In any case, to handle the antenna interface function, e.g., 

CPRI, network switch interface and/or pre-processing, i.e., conjoint processing among users in the area 
of an RRH, dedicated interfaces are required in a BBU and should be embedded.  

Items located in an RRH include radio equipment, antennas, backhaul transmission equipment and 

other auxiliary equipment, such as power supply equipment, towers and monitoring equipment. A 

diverse range of network topologies, e.g., star, tree, ring and any combination, can be exploited to 

connect RRHs by fiber to BBUs. Selecting the type of connection to the BBU depends on fiber 

accessibility in the geographical region, e.g., in an area with plenty of fiber resources, the star topology 

is recommended due to the high transmission reliability. The connection between BBUs and RRHs, on 

the other hand, can be centralized or distributed: in the centralized design, a switch is required to 
transmit RRHs data to/from BBUs, while in distributed mode, RRH and BBU are connected directly. 

Furthermore, the strategy to split the functions set results in full centralized or partial centralized C-RAN 

architecture: in the former, the BBU consists of L1, L2 and L3 BS functions, while in the latter, the BBU 

does not include L1 functions, but it integrates all other higher-layer functions. In another words, RRH 

includes both the PHY and the radio functions [CMRI11]. The two partitioning strategies are illustrated 

in Figure 2.11. Nevertheless, there are various possibilities on partial centralized C-RAN depending on 

how splitting PHY functions between RRH and BBU. 

 
Figure 2.11 – Different separation method for BS functions (extracted from [CMRI11]). 

Regardless of different C-RAN splitting point, it has significant benefits, listed as follows [CMRI11]:  

• Adaptability to non–uniform traffic: During the day, the number of people in a particular area 

varies, e.g., population is more in residential areas in non-working hours, therefore, for each area, 

peak traffic loads do not occur at the same hour. However, BSs are tuned to operate correctly even 

in peak hours, which means a big waste of sources during non–peak hours. Centralizing BSs with 

different peak-hour traffic, e.g., by mixing residential and business regions in the same BBU-pool, 

balances resource usage, as the resources of under-loaded BSs at a given time instant can be 
shared with over-loaded ones. It is then expected to have lower peak resource requirements in a 

pool than the sum of peak requirements of individual BSs.  
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• Energy and cost saving coming from statistical multiplexing gain in BBU-pool: In total, C-

RAN can save 15% capital expenditure and 50% operational expenditure compared to traditional 

RAN. Providing power to the RRH and BBU and air conditioning spend a considerable amount of 

energy in a mobile network. As mentioned before, in C-RAN, less BBUs are sufficient to meet 
network needs, therefore, the electricity cost can be decreased. Besides, in the hours that fewer 

subscribers are active, it is possible to switch off some BBUs in the pool, which do not impact on 

overall network coverage. On the other hand, gathering equipment in a central place reduces civil 

work on remote sites. 

• Increase throughput and decrease delays: In LTE, radio resources are shared, leading to 

increased throughput and decreased delays. The idea is to use the same frequencies in all cells, 

therefore, inter-cell interference is high in these systems, Inter-Cell Interference Coordination (ICIC) 
being an approach addressing inter-cell interference. With ICIC, in the case of interference, the UE 

sends feedback to the eNB, and the eNB cooperates with the adjacent cells not to use that specific 

subcarrier. Coordinated Multi Point (CoMP) is another technique to improve inter-cell interference, 

where several cells are grouped in a CoMP-set, cooperating with each other to serve one or several 

UEs depending on their feedbacks. Since in C-RAN several BBU are integrated in one place, it is 

possible to collect all cells within a CoMP to be served in one BBU-pool, hence, tighter interaction 

between BSs is achieved. Moreover, ICIC operation can be improved by easier connection between 
multiple BBUs rather than many cells. 

• Ease in maintenance and network upgrades: C-RAN can manage the network in peak hours and 

non–peak hours properly with less human intervention. Besides, hardware upgrade is possible by 

upgrading just a very few locations in the BBU-pool. With C-RAN, implementing new standards and 

frequent CPU updates is more comfortable as well. Moreover, exploiting Software Defined Radio 

and software BSs, makes it achievable to upgrade to new frequencies and new standards through 
software updates instead of hardware upgrades. On the other hand, to upgrade the system to 

increase coverage and radio capacity or deploy a new cell, can be done just by adding a new RRH 

or install a small device to the BBU pool, hence, flexibility is increased. 

Although C-RAN provides significant advantages, it raises some challenges as well. To carry the 

baseband In-phase and Quadrature (IQ) signals, a high bandwidth between the BBU and RRH is 

required. Furthermore, techniques for BBU cooperation and interconnections, as well as virtualization 

techniques, should be developed. Moreover, to take advantage of C-RAN benefits, efficient strategies 

should be applied in order to distribute the resources of the BBU-pool among BBUs. An efficient resource 
provisioning scheme should minimize both the resource idle times and the BBUs’ over-loading. 

Virtualization is constructing one or several logical entities on top of an abstracted physical one 

[CCYS14]. The goal is sharing computing resources with the aid of a set of virtual nodes and links. To 

this end, several virtual entities coexist in one physical infrastructure. With virtualization, a virtual 

environment for guest Operating System (OS) and applications is provided. The guest OSs are 

separated, even though they are running on the same physical machine. The critical point in 

virtualization is isolating each virtual element from the others. Applying virtualization promotes flexible 

control and low cost, efficient resource usage. 
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Virtualization can be done in several scopes in the network, namely computing resources, radio 

resources and network management application entities. In this thesis, one focus on the BBU-pool 

computing resource management. Network virtualization separates the BBU-pool’s data storage, 

processing capacity and management control to constructs virtual BSs on top of existing resources, e.g., 

CPUs, memory and network interface card, Figure 2.12. The virtual BSs run a portion (or full, depending 

on splitting point) of L1, MAC and upper layers functionality as software applications. Virtualization 
techniques share a common network environment, programming environment and an IT platform among 

several BSs. 

 

Figure 2.12 – BBU-pool with multiple virtual BSs sharing hardware and systems  

(extracted from [CCYS14]). 

 Resource Allocation and Game Theory 

In cloud areas, resource allocation plays an essential role in the performance of the entire system. Since 

BBU requirements are not uniform across the network, an optimal resource allocation strategy is needed 

to distribute BBU-pool resources among BBUs fairly. The importance of optimal resource allocation 

becomes even more significant in the presence of resource shortage, when not all BBUs’ demands can 

be served simultaneously. In these cases, the resource allocator should prioritize BBUs appropriately in 

order to satisfy QoS constraints. On the other hand, as BBU traffic demand fluctuates over time, the 
allocator should keep the provided resources as close as possible to the real-time demand to enhance 

resource usage. As a result, the resource allocation in a C-RAN BBU-pool can be considered as an 

optimization problem under uncertainty for a dynamic environment. 

In order to find an optimal solution for the resource allocation problem in a BBU-pool, the bargaining 

concept in cooperative game theory can be applied. This concept is applied to competitive situations, 

where players are strategically competing against one another for the same resources [Myer91]. 

Computing resource allocation in the BBU-pool can be defined as a bargaining game in which the 

players, i.e., BBUs, compete for the BBU-pool's AvCC to increase their signal processing speed in order 
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to satisfy QoS constraints. 

In order to solve this problem, the Nash Bargaining Solution (NBS) as a well-known solution to 

bargaining problems can be applied [Myer91]. NBS fairly splits resources among players by allowing 

them to bargain with each other. A negotiated outcome is selected from a given set of feasible outcomes. 

The outcomes are evaluated according to the individual utility functions of the players. The players are 

bargaining to agree on choosing an element that maximizes their utility. If the players' total resources 
are less than the available ones, the entire players' requests are satisfied. Otherwise, NBS provides an 

optimal compromise solution. The players may only obtain the minimum number of resources they 

expect by joining the game without cooperation, which is called disagreement.  

NBS is the unique fair Pareto optimal solution among all feasible ones that maximizes the product of the 

utility gains over all negotiators, being a useful tool to model interactions among negotiators that 

guarantees all players acquire the maximum utility with fair concerns [Myer91]. Mathematically, a 

bargaining problem with	𝑁+ players is defined as a pair	u𝑆/. ∪ w𝐑BMN[Y+×[]x,𝓤[Y+×[]y	where 𝑆/. is convex 

and a closed set, containing all the feasible solutions for the problem, and 𝓤 is the utility functions set, 

such that 

	𝓤[Y+×[]u𝑹[Y+×[]
;3 y = {𝒰[u𝑹[Y+×[]

;3 y, … ,𝒰Y+u𝑹[Y+×[]
;3 y}0 ,  (2.3) 

where 𝒰\: ℝY+ → ℝ is the utility function of player 𝑖, and  

𝑹[Y+×[]
;3 = �𝑟[;3 , 𝑟];3 , … , 𝑟Y?

;3 	�
0
,  (2.4) 

where 𝑟\;3 is the number of resources allocated to player 𝑖. The utility function in a game represents the 

players' preference that is defined when a problem is formulated as a bargaining game. Moreover, 
𝐑BMN ∈ 𝑆/.	is the minimum desired number of resources that should be guaranteed to the players, 

𝐑BMN[Y+×[] = {𝑟BMN[, 𝑟BMN], 𝑟BMN^, … , 𝑟BMNY+ 	}
_,		 (2.5)  

where 𝑟BMN \ is the minimum number of resources that player 𝑖 expects by joining the game, being also 

defined in the problem formulation phase. 

Given 𝑆/., 𝐑BMN and 𝓤, the NBS, 𝐑[Y+×[]
;3∗ ,	is achieved by solving the following optimization problem: 

𝐑[Y+×[]
;3∗ = argmax

𝐑HI+×<K
%L 	∈.M&∪c𝐑()*HI+×<K

d
u∏ 	{𝒰\u𝐑[Y+×[]

;3 y − 𝒰\u𝐑BMN[Y+×[]y	}
Y+
\K[ y	.  (2.6) 

The aim is to find the optimal solution from the given set of feasible solutions that maximizes all players’ 

utility while fairness among them is satisfied. The NBS is the unique solution for a bargaining game that 

satisfies Nash axioms as the attributes that any rational solution should meet to come up with fairness 
and efficiency, being defined as follows [Myer91]: 

1. Strong efficiency: it asserts that the solution should be feasible, in other words	𝐑;3∗ ∈ 𝑆/.; the 

solution should also be Pareto efficient, meaning that none of the players can be made better utility 

without making at least one player worse utility. 
2. Individual rationality: it asserts that the solution should be better off than the disagreement point. 
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3. Scale covariance: it asserts that if the same affine transformation is performed on all players' 

utilities, then the solution will be transformed accordingly. 
4. Independence of irrelevant alternatives: it asserts that the solution should not be affected if an 

irrelevant alternative is eliminated, i.e., 	𝐑;3∗ is a bargaining solution for any subset (𝑆/.)e of 	𝑆/. 

that contains	𝐑;3∗. 
5. Symmetry: it asserts that in the players' equal situation, the solution should not discriminate among 

them. 

The symmetry axioms mentioned above guarantees the equal priority of players during the bargaining 
game, meaning that all players involved in the bargaining game are assigned with the same bargaining 

power. However, if the negotiators in a bargaining game have strategic advantages, an asymmetric 

solution arises, maximizing the production of weighted utility functions [Binm91], [Myer91], where the 

weights are positive values reflecting the negotiators’ bargaining powers, therefore, the generalized NBS 

(GNBS) is a unique solution to the defined bargaining problem that satisfies axioms 1 to 4 above. GNBS 

is characterized as the point 𝐑[Y+×[]
;3O∗ ,	that 

𝐑[Y+×[]
;3O∗ = argmax

𝐑HI+×<K
%L 	∈.M&∪c𝐑()*HI+×<K

d
	�∏ 	{𝒰\u𝐑[Y+×[]

;3 y	−	𝒰\u𝐑BMN[Y+×[]y}
!NY?

\K[ �	,  
(2.7) 

where 𝐵\ is player 𝑖’s bargaining power. 

 State of the Art 

Pooling, cloudification and virtualization have been studied from different viewpoints in the area of 

telecommunications. This section provides an overview of the state of the art and resource management 

strategies in C-RAN. 

 C-RAN Architecture 

Several architectures for C-RAN have been proposed, enabling load balancing and computing resource 
management within the BBU-pool using RAN softwarization and virtualization techniques. 

In [NGMN13], suitable scenarios for C-RAN utilization and its major functionalities were studied. An 

architecture for C-RAN was explained, in which RRH clusters, composed of several RRHs, are 

connected to associated BBU clusters, each composed of several BBUs, in the BBU-pool. To balance 

load, data from an arbitrary RRH in the cluster can be switched to any BBU in the associated BBU 

cluster. 

The authors in [HDGK13] go one step further, by introducing a C-RAN architecture with Multi-Site/multi-

Standard BaseBand Unit (MSS–BBU) and discussing the prerequisites and challenges for a multi-
standard cloud radio BS, where each cluster of several RRHs can exploit a separate pool. At a higher 

level, pools in various locations are interconnected by high–speed optical links. Furthermore, an element 
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in every MSS-BBU, called a Decentralized Cloud Controller (DCC), controls the load balancing within a 

cloud-based BS. It collaborates with other DCCs from adjacent MSS-BBUs. If the available computing 

resources of an MSS-BBU are insufficient to meet the resource requests, the local DCC asks the 

computing resources from its remote neighbors by sending the load toward them. 

Several software implementations of LTE and 5G eNB have also been developed, e.g., Amari LTE 100 

[Amar15] and Open Air Interface (OAI) [OAI14], which enables LTE and 5G RAN functionality as a 
software implementation over GPPs in virtualized environments. Alyafawi et al. [ASBD15] also studied 

the processing time deadline to find acceptable execution platforms for C-RAN in virtualized 

environments. They focused on the LTE FDD PHY layer and infrastructure as a service that handles 

and manages storage, network and other computing resources among Virtual Machines (VMs). Open 

Stack is exploited to orchestrate the computing resources on VMs. Furthermore, OAI is deployed as a 

software BBU running on Real-time Linux (RTLinux) in a GPP host machine. The processing time of 

two distinct hypervisors, kernel based VM and Linux containers, are compared. They calculated the 

processing time for sub-frames in UL and DL in the BBU side and multiple MCSs and bandwidths. The 
results show that, despite all the various configurations, the processing time for de/encoding increases 

with the MCS index's increase, and a decoding time twice as long as the encoding time. Moreover, it 

was concluded that VMs with at least 4 GHz CPUs are required to support the LTE-FDD PHY layer with 

maximum load.  

Moreover, in [MCN15], a service-oriented architecture for LTE was introduced. In a way that all the 

network elements e.g., EPC elements or RAN, are regarded as a service that can be offered as a service 

instant to an enterprise end-user, i.e., an operator. Service Manager, service orchestrator and cloud 
controller are three primary functional components of this architecture that manage and control the 

infrastructure and services. Each service has a service orchestrator and the cloud controller cooperating 

to manage the configuration coordination of all services instances. The architecture of each service 

orchestrator and the cloud controller differs according to each service requirement. Once an enterprise 

end-user request arrives at the service manager, a service orchestrator is created, which communicates 

its needs and requirements to the cloud controller in order to create, configure, orchestrate and manage 

the requested service instant, e.g., instances of RAN and EPC. Once a service instant is established 

and running, the cloud controller delivers an interface to the enterprise end-user. This proposed 
architecture is compared with the Network Functions Virtualization (NFV) architecture of the European 

Telecommunications Standards Institute to show its compromise with current industry activities. 

The feasibility of exploiting GPUs to build wireless BSs was also studied in [ZCLD15]. The authors 

developed parallel implementations of the main BS functions to evaluate the GPU utilization as the 

baseband signal processors. Their result shows that four NVIDIA GTX680 GPUs are required to achieve 

real-time LTE sub-frame processing. 

 Computing Demand Estimation and Resource Allocation 

Dynamic radio and computing resource prediction and allocation increase the efficiency and the radio 

and computing capacity of a network. Evaluating the traffic demand is the first step in an efficient 
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resource allocation; the optimal solution for resource utilization can only be found afterwards. In a cloud 

networking environment, this topic has received significant attention in recent literature. 

[Eart12] and [MAMM16] proposed a model to estimate the amount of RCCs of a BBU. The RCC of a 

BBU is the amount of computing capacity required so that no computing delay is imposed on the signal 

processing. By taking some well-defined operating scenarios, the RCC per information bit transmission 

is estimated by counting the number of mathematical operations that each signal processing step 
performs. The achieved values are then scaled for any desired scenario, considering the network/user 

parameters' variations that affect the result, e.g., bandwidth and number of antennas. The estimated 

RCC values and the scaling rules have been interpreted from various sources either from scientific 

research or empirical experiments. 

After estimating the computing demand of the BBU, the next step is to find the optimal allocation of 

resources among them. Several resource management approaches have been proposed in the 

literature, aiming at maximizing C-RAN computing resource utilization.  

X. Wang et al. [WTTC16] proposed a model to balance load among the BBUs in a pool. In BBU over-
loading, the excess load is migrated to other underutilized active BBUs, enabling the over-loaded BBU 

to use the extra resources left by the other BBUs in the pool at a specific time instant. Consequently, 

the load becomes more balanced, leading to improved resource utilization and better energy efficiency. 

Within this framework, they formulated the C-RAN resource management problem as a linear integer 

programming challenge. The proposed model re-assigns the processing tasks that cause BBU over-

loading to the appropriate underutilized BBUs so that BBU-pool resource utilization is enhanced. 

Additionally, load migration enables reducing the number of active BBUs by consolidating the processing 
task of multiple BBUs in a few ones in off-peak hours, when most of the BBUs in the pool are 

underutilized. K. Sundaresan et al. [SASR16] suggested a dynamic RRH to BBU mapping framework, 

which enables a BBU to serve several RRHs at the same time. The goal was to minimize the idle 

resources by reducing the number of active BBUs when traffic load is low and a single BBU is sufficient, 

showing a 50% improvement in resource usage compared to the baseline one-to-one RRH to BBU 

mapping strategy. Similarly, Al-Dulaimi et al. [AlAN19] proposed a model based on graph coloring to 

switch off low traffic BBUs and divert their processing load to neighboring under-loaded ones in the pool. 

The authors in [YoTP18], and [QHSV15] also formulated the BBU-pool resource allocation as a bin 
packing problem. BBUs are treated as bins with finite computing capabilities and the cell processing 

tasks as the items that should be packed in the bins so that fewer BBUs are used; they used heuristic 

algorithms to solve the defined problems. 

W. Chien et al. [ChLC19] went beyond the BBU-pool and proposed a resource management model to 

improve network resource usage by turning off the BBU-pools with low traffic and redirecting their RRHs 

in the network. 

Many works in the literature focus on load migration as a strategy for resource utilization optimization in 
a BBU-pool. However, this policy imposes additional overheads to the network due to increased data 

exchanges between the source and the target BBUs [CFHH05]. The migration cost is higher in dense 
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areas, since handover, CoMP transmission/reception and interference occur more often among small 

cells [NGMN15]. One approach for reducing the data exchange burden is to serve coordinated RRHs 

with a single BBU [ZJJL17] and the BBU computing capacity being elastically reconfigured according to 

its real-time demand.  

An adaptive computing capacity strategy is chosen in this thesis in order to optimize the computing 

resource utilization of the BBU-pool. To the best of our knowledge, to date, only a few works on BBU-
pool resource management have considered adaptable computing resources for the BBUs. D. Pompili 

et al. [PoHT16] proposed a framework for elastic and on-demand computing resource allocation to the 

BBUs in the pool employing virtualization techniques. The BBU functions are performed on the VMs 

reposed on top of general-purpose servers. Their model estimates BBU demands, regarding a given 

pattern, and delivers the BBU-pool computing resources accordingly.  

Based on a similar platform, N. Yu et al. [YSDH19] proposed a model to improve the computing resource 

utilization of a BBU-pool by switching off the low traffic RRHs and their associated BBUs, diverting their 

processing load to the neighbors in the pool. If required, more resources are allocated to the target 
BBUs in order to improve their processing capability. The models proposed in [PoHT16] and [YSDH19] 

improve the computing resource utilization; however, both assume that there are always adequate 

resources in the pool to meet the peak demands and do not suggest a resource management strategy 

in the case of a resource shortage. 
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Chapter 3 

3 Resource Allocation Model 
This chapter presents a novel model and algorithm for efficient computing resource management in a 

BBU-pool. Section 3.1 gives a brief description of the chosen C-RAN architecture, strategies used for 

BBU-pool virtualization and discusses the main network assumptions. Section 3.2 presents an overview 
of the proposed resource management model. Section 3.3 summarizes the approach for estimating the 

amount of computing resources that each BBU requires at a given time instant, and Section 3.4 

describes the proposed optimization model for assigning the computing resources across the BBUs in 

a BBU–pool, accordingly. Equal and demand proportional resource allocation models are also 

described in Section 3.5 as two reference resource allocation schemes compared with the proposed 

one. The rest of the chapter is dedicated to the definition of evaluation metrics, model implementation, 

canonical scenario and the simulator/model assessment. 
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 Network Architecture and Assumptions  

In this thesis, one considers a C-RAN architecture used for both 4G and 5G. The selected architecture 

is presented in Figure 3.1, where BBUs from multiple BSs are aggregated in a BBU-pool and each BBU 

is connected to its RRH through a high-speed optical link. The BBU-pools are linked together and 

connected to the core network via high-speed connections in the upper level [CCYS14]. Some 

assumptions are taken in order to constitute the network model being explained in what follows. 

 
Figure 3.1 – C-RAN architecture. 

Although a BBU can transmit/receive a signal to/from several RRHs [CCYS14], for simplicity, it is 

assumed that each RRH is served by one BBU in the pool and that a BBU serves just one RRH via a 

high-speed, low latency fiber front-haul with abundant capacity.  

Without loss of generality, only user plane data transmission is considered in this thesis. Concentration 

is on the PHY layer, taking channel de/coding, de/modulation, MIMO de/pre-coding, channel estimation, 

and OFDMA and SC-FDMA into account as the primary signal processing steps of the BBUs. However, 

using a model similar to the one presented in Section 3.3, the proposed model can be fitted to the whole 
protocol stack layers and the control plane data transmission and signaling. 

A user is counted active at time instant 𝑡Q if it has a packet to be received/transferred at that time. The 

number of RBs that the user requires at a given time instant is a variable of its packet volume and MCS. 
The user preferred MCS is derived based on its associated Signal to Noise Ratio (SNR). Since users 

are considered mobile, they are assigned with a random SNR assumed to be unchanged within the 

considered coherence time. It is also assumed that in the case of a packet loss, the transmitter resends 

the same packet under the HARQ process, the retransmitted packet being treated as a newly arrived 

one. New user arrivals are accepted until there is no more available radio RBs to be allocated. Although 

a single user can arrive in the network several times and perform several services per day in the real 

world, it is assumed that a user arrives just once to the network. Any new arrival to the network is 

counted as a new user. 

BBU-pool Core Network 

Server 

RRH 
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A BBU-pool is a centralized location, including computing resources of multiple BSs being consolidated 

in general-purpose servers, which are shared and flexibly allocated to the BBUs based on their real-

time demands through virtualization techniques. The architecture of a BBU-pool is illustrated in more 

detail in Figure 3.2. Each BBU–pool contains several standard IT servers; baseband computing 

resources being deployed on them. The implementation of baseband functionalities is based on 

virtualization techniques that allow a single physical machine to act as multiple logical entities using a 
hypervisor software layer. The logical entities called VMs share the computing, storage and 

communication resources of the server. Each VM has a real-time guest OS on which an instance of a 

software based BBU (so-called soft BBU) is implementing so that the BBU functionalities are 

implemented as applications on the VM. 

 

 
Figure 3.2 – BBU–pool and RAN virtualization. 

Although a server's computing resources include input/output, storage, memory, CPU, etc., for 

simplicity, only CPU (with the same configuration for all servers) is considered the computing resource 

in the pool. Each BBU-pool owns a specific number of computing resources. In order to share computing 

resources between VMs, i.e., soft BBUs, processors are time-sliced. Each BBU gets full access to the 
processors to execute its related processing, and then the next BBU gets them for the second split, and 

so on. Resource sharing is detailed in Section 3.4. 

 Model Overview 

An overview of the proposed computing resource management model for a single time instant is 

presented in Figure 3.3. Different types of inputs are needed to feed the proposed model, which are 

grouped according to their nature into user parameters and network ones.  

 
Inputs  Computing Resource Management Model   Outputs 

 
 

 

   

Figure 3.3 – Model overview. 
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The network inputs are the parameters that provide the characteristics of the network, including: 

• Cell-specific info: 

o type of cell, 𝐶0@+, i.e., Macro-, Micro-, Pico- and Femto-cell,  

o RRH traffic type, 𝐻0@+, i.e., residential or business, 

o operating bandwidth, 	Δ𝑓!"[fgh], 

o quantization resolution, 𝑄[iMj], 

o MIMO order, 𝑁,*,F; 

• BBU-pool specific info: 

o number of the BBUs aggregated in the BBU-pool, 𝑁!,  

o available computing capacity, 𝐶!+	GO[klmn]
;4 . 

The user parameters are those that specify the user characteristics that are identified as: 

• User-specific info: 

o number of spatial streams, 𝑁.G$	#,GO , 

o SNR, 𝛾#,GO[op], 

o packet volume, 𝑉#,GO[p]
+QG , 

o service ID, 𝑠#9; 

• User Arrival Rate, 𝑅9[qrst BMN⁄ ]
;$$ . 

The aim of providing an efficient resource allocation strategy in a BBU-pool is to maximize resource 

utilization. To achieve this goal, resources should be allocated to BBUs based on their real-time demand 

such that QoS is maintained. Hence, the first step is traffic demand evaluation and the optimal solution 

for resource utilization can be found only afterwards. In this way, the proposed resource management 
algorithm comprises two components, Figure 3.3: 

1. RCC estimation: calculation of instantaneous demand (measured in Operations per Second 

[OPS]) of BBUs, according to the real-time network/user parameters. 

2. Computing resource allocation in a BBU-pool: obtaining the optimal on-demand computing 

resource allocation maximizes both BBU-pool resource utilization and efficiency with respect to 

the required QoS. 

By taking as inputs network and user parameters at a specific time instant, the estimation of the BBUs’ 

RCC is based on a well-defined model [MAMM16] and [DeDL15]. The results are then fed to the 
computing resource allocation step in order to find the optimal AlCC to BBUs. To this end, the BBU-

pool computing resource allocation is formulated as a game-theory based bargaining problem, which 

is solved by the corresponding axiomatic solutions. 

The resource management module's output is the BBUs' optimal resource allocations, which maximizes 

the BBU-pool computing resource utilization, in addition to the evaluation metrics that enable evaluating 

the proposed computing resource management strategy. Evaluation metrics are explained in detail in 

Section 3.6, including: 

• BBU fulfilment level, 𝑓v,GO
! , 

• fairness index, 𝐹GO, 



 

41 

• efficiency of resource allocation, 𝜂GO[%], 

• resource usage, 𝑈GO[%]. 

It should be noticed that just one time instant is considered in this chapter. The model for computing 

resource management in a time-varying network is explained in Chapter 4. 

 Required Computing Capacity Estimation 

 BBU Physical Layer Processing  

There are several options for splitting BS functionalities between BBU and RRH. Since the focus in this 

thesis is on the BS PHY layer, the main BS processing steps that are considered to be performed in a 

BBU involve channel de/coding and de/modulation, channel estimation, MIMO de/precoding steps, and 

IFFT/FFT and cyclic prefix insertion (OFDMA/SC-FDMA), being presented in the BS processing set, 

𝑆+$2' , given by 

𝑆+$2' = {𝑃'5' , 𝑃'5? , 𝑃E? , 𝑃?E, 𝑃E>' , 𝑃E?' , 𝑃'5% , 𝑃F/6,;, 𝑃.(/6,;}, (3.1) 

where: 

• 𝑃'5': channel coding, 

• 𝑃'5?: channel decoding, 

• 𝑃E?: modulation, 

• 𝑃?E: demodulation, 

• 𝑃E>': MIMO precoding, 

• 𝑃E?': MIMO decoding, 

• 𝑃'5%: channel estimation, 

• 𝑃F/6,;: OFDMA, 

• 𝑃.(/6,;: SC-FDMA. 

In order to exploit parallel processing, the total processing in the BBU should be split into smaller 

portions, each allocated to a separate processor. Several levels of parallelization can be applied in the 
BBU processing. As a BS can handle the process of several users in a single sub-frame, a more obvious 

parallelization is to split the BS processing into any single user’s process that each can perform 

independently and in parallel. The goal is to split the total processing of a BBU into smaller parallelized 

processing portions. Still, not all BS’s processing steps can be classified per user. For example, 

IFFT/FFT and cyclic prefix insertion (OFDMA/SC-FDMA) cannot be split, as it consists of processing 

the signal resulting from the combination of all the users’ signals. Therefore, the BS processing set, 

𝑆+$2' , is classified into two categories:  

• User-specific processing (UP): it includes the signal processing steps that can be split per user and 

its set, 𝑆9+, containing channel de/coding and de/modulation, channel estimation and MIMO 
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de/precoding, such that 

𝑆9+ = {𝑃'5' , 𝑃'5? , 𝑃E? , 𝑃?E, 𝑃E>' , 𝑃E?' , 𝑃'5%}. (3.2) 

The UP set for an individual user,	depends on the user being in UL or DL. The users’ processing in 

DL includes channel coding, modulation and MIMO precoding, 

𝑆679+ = {𝑃'5' , 𝑃E? , 𝑃E>'}, (3.3) 

and for UL it includes channel decoding, demodulation, channel estimation and MIMO decoding, 

𝑆979+ = {𝑃'5? , 𝑃?E, 𝑃%1, 𝑃E?'}. (3.4) 

• Common processing (CP): it includes the common signal processing steps among all users for a 

given RRH and its set, 𝑆(+, containing FFT/IFFT and cyclic prefix insertion (OFDMA, SC-FDMA), 

𝑆(+ = {𝑃F/6,;, 𝑃.(/6,;}. (3.5) 

Similarly, the CP set for an individual user depends on the user being in UL or DL. The CP in DL 

includes OFDMA, 

𝑆67(+ = {𝑃F/6,;}, (3.6) 

and for UL it includes SC-FDMA, 

𝑆97(+ = {𝑃.(/6,;}. (3.7) 

Each BBU receives multiple UPs from the MAC layer. Figure 3.4 shows the process done in each 

codeword output from channel coding to the transmission antenna port on the bottom, for both DL and 

UL. The output of a processing step is fed as input to the next one. A TB passed down from the MAC 

layer to the PHY one is first channel coded, as depicted in Figure 3.4. In this model, the channel coding 

scheme is a combination of error detecting, CRC, error-correcting, rate matching and scrambling, as 

described in Section 2.1.3. The resulting encoded bits, i.e., codewords, are transformed in a 

corresponding block of modulation symbols, e.g., 64QAM and 256QAM. After that, the MIMO precoding 

takes place, which includes both MIMO encoding and layer/antenna mapping. Supplying different TM 
results in different mapping and precoding operation that is specific to it. Then, the resulting signal is 

mapped onto the time domain by OFDMA modulation, to be transmitted on each antenna port. 

Data flow in UL has similar reverse steps. After removing the cyclic prefix, received signals first 

transformed into frequency domain by SC–FDMA demodulation (or OFDMA in 5G). Subsequently, 

channel estimation and MIMO decoding follows. Channel estimation aims to estimate the channel 

characteristics; the effect of the channel on the transmitted information is estimated in order to decode 

received signals correctly. After estimating the channel impulse response, received data blocks are 

MIMO decoded. The goal is to separate and detect the received symbols via MIMO antennas and 
reproduce original symbols faithfully. Now, received symbols are demodulated and decoded. These two 

processing steps invert the operations of modulation and channel coding in the transmitter side. The 

step tasks are described in more detail in Section 2.1.3.  
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Figure 3.4 – A simplified block diagram for PHY layer process in a BBU. 

The next subsection is dedicated to estimating the amount of computing capacity that each BS 

processing step requires. 

 BBU Required Computing Capacity 

The RCC of a BBU is defined as the minimum computing capacity required to perform its instantaneous 

signal processing within a TTI. In order to achieve a BBU’s RCC at a given time instant	𝑡Q, each of the 

processing step’s RCC in the BBU should be calculated. In this thesis, the RCC estimation is based on 

the model proposed in [MAMM16], being performed by a function of parameters affecting the complexity 

of signal processing. The effective parameters are listed in the set 	𝑆+P$E, 

𝑆+P$E = wΔ𝑓!"[fgh], 𝑁,*,F, 𝑄[iMj], 𝑚#[iMj/ryBiz{], 𝑟#, 𝑁.G$	#,GO , 𝜂#
-!! 	x, (3.8) 

where: 

• Δ𝑓!"	: channel bandwidth, e.g., Δ𝑓!" ∈ {20, 40, 100}[MHz], 

• 𝑁,*,F: BS MIMO order, e.g., 𝑁,*,F ∈ {1,2,4,8}, 

• 𝑄: quantization resolution, e.g., 𝑄 ∈ {16, 24}[bit],  

• 𝑚#: user 𝑢 modulation, e.g., 𝑚# ∈ {2,4,6,8,10}[bit/symbol], corresponding to QPSK, 16QAM, 

64QAM, 256QAM and 1024QAM, 

• 𝑟#: user 𝑢 coding ratio, e.g., 𝑟# ∈ [1 4⁄ , 1], 

• 𝑁.G$	#,GO: user 𝑢 number of spatial streams, up to the MIMO order, 

User-specific processing Steps 

Common Processing Steps  
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• 𝜂#
-!!: user 𝑢 RB efficiency, 𝜂#

-!! ∈ [0, 1]. 

RB efficiency, 𝜂-! , is a parameter that affects the complexity of signal processing: for a single user 𝑢 at 

time instant	𝑡Q, 𝜂#,GO
-!! is the fraction of available RBs in the bandwidth being allocated to the user, hence 

𝜂#,GO
-!! =

𝑁;3	#,GO
-!

𝑁∆&-!
, (3.9) 

where: 

• 𝑁;3	#,GO
-! : number of allocated RBs to the user 𝑢 at time instant 𝑡Q, 

• 𝑁∆&-!: total number of sub-frame’s RBs in a given bandwidth, e.g., 𝑁∆&-! = 200, in a 20 MHz 

bandwidth. 

The sum of all active DL/UL users’ RB efficiencies in a BBU states the BBU’s RB efficiency, 

𝜂67|97	v,GO
-!" = � 𝜂#,GO

-!!

∀	#	∈	.P,RO
!$2|!2

, 
(3.10) 

where 𝑆v,GO
9$2|!2 is the set of all active DL/UL users in BBU 𝑏 at	𝑡Q. The network is fully loaded whenever 

the total number of allocated RBs is equal to the available ones in the bandwidth.  

In order to estimate a BBU’s RCC, a reference value is given to each of the effective parameters. 
Accordingly, an algorithm is selected for every signal processing step. The RCC of a UP/CP step is 

then acquired by counting the number of arithmetic operations that should be performed per information 

bit transmission. The reference values assigned to parameters 𝑥	 ∈ 𝑆+P$E and the processing step 

RCCs obtained from them (which are named as the reference RCCs) are listed in Table 3.1 and 

Table 3.2, respectively. 

The reference RCCs can then be scaled to any other desired value of 𝑥 ∈ 𝑆+P$E. For each UP step 

𝑝 ∈ 𝑆9+ of user	𝑢, scaling is given by 

𝐶#,>,GO[klmn]
--./ = 	𝐶>[klmn]

$%& 	�
V&"A[SBC]

V&"A[SBC]
/TU �

<VU"A,?

�YWXWY
YWXWY
/TU �

<IWXWY,?

�
)[Z)[]
)[Z)[]
/TU �

<\,?

�
E-,RO[Z)[ ]^(Z_`⁄ ]

E[Z)[ ]^(Z_`⁄ ]
/TU �

<G,?

  

 	∙ �
$-,RO
$/TU

�
</,?

�
Y&R/	-,RO
Y&R/
/TU �

<I&R/,?

u𝜂#,GO
-!!y

<b;",?, 

(3.11) 

where: 

• 𝐶>
$%&: processing step 𝑝’s reference RCC, Table 3.2, 

• Δ𝑓!"
$%&: channel bandwidth’s reference value, where Δ𝑓!"

$%& = 20 MHz, 

• 𝑁,*,F
$%& : MIMO order’s reference value, where 𝑁,*,F

$%& = 1, 

• 𝑄$%&: quantization resolution’s reference value, where 𝑄$%& ∈ {16,24}[bit], 

• 𝑚$%&: modulation order’s reference value, where 𝑚$%& = 6 bit/symbol, 

• 𝑟$%&: coding ratio’s reference value, where 𝑟$%& = 1, 

• 𝑁.G$
$%&: the number of spatial streams’ reference value, where 𝑁.G$

$%& = 1, 
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• 𝐸!",>: bandwidth’s scaling exponent for the processing step 𝑝’s RCC, Table 3.2, 

• 𝐸,*,F,>: MIMO order’s scaling exponent for the processing step 𝑝’s RCC, Table 3.2, 

• 𝐸),>: quantization resolution’s scaling exponent for the processing step 𝑝’s RCC, Table 3.2, 

• 𝐸E,>: modulation’s scaling exponent for the processing step 𝑝’s RCC, Table 3.2, 

• 𝐸$,>: coding ratio’s scaling exponent for the processing step 𝑝’s RCC, Table 3.2, 

• 𝐸.G$,>:the number of spatial streams’ scaling exponent for the processing step 𝑝’s RCC, Table 3.2, 

• 𝐸W-!,>: RB efficiency’s scaling exponent for the processing step 𝑝’s RCC, Table 3.2. 

Table 3.1 – Reference values for signal processing’s effective parameters (based on [DeDL15]). 

Parameter (𝑥 ∈ 𝑆+P$E) Δ𝑓!"[fgh] 𝑚#[iMj ryBiz{⁄ ] 𝑟# 𝑁.G$	# 𝑁,*,F 𝑄[iMj] 𝜂v
-!" 

Reference Value (𝑥$%&) 20 6 1 16, 24 1 
 

Table 3.2 – Reference RCCs and scaling exponents (based on [DeDL15]). 

BS Processing 
Step (𝑝 ∈ 𝑆+$2') 

Reference RCC 
(𝐶>[klmn]

$%& ) 

Effective Parameter (𝑥	 ∈ 𝑆+P$E) 
Scaling Exponent (𝐸R,>) 

Δ𝑓!" 𝑚# 𝑟# 𝑁.G$	# 𝑁,*,F 𝑄 𝜂-! 

𝑃.(/6,; 2.7 

1.0 

- 

1.0 

1.2 

0.5 𝑃F/6,; 1.3 

𝑃'5% 3.3 

0.0 
1.0 

𝑃E>' 1.3 

1.0 

𝑃E?' 2+3.3	𝑁,*,F 0.0 2.0 

𝑃?E 2.7 
1.5 

1.0 0.0 
𝑃E? 1.3 

𝑃'5? 8.0 
1.0 

𝑃'5' 1.3 
 

Equation (3.11) is applicable for all UP steps in both UL and DL. Once the RCC of any single UP step 

in DL/UL is achieved, it is possible to calculate the total RCC of a DL/UL user	𝑢, 𝐶67|97		#,GO[klmn]
--./ , by 

summing up the achieved values, therefore, 

𝐶67|97		#,GO[klmn]
--./ = � 𝐶#,>,GO[klmn]

--./

>	∈	.$2|!2	
!+

. 
(3.12) 

Summing up all the active DL/UL users’ RCCs gives the BBU’s total UP’s RCC in DL/UL, 

𝐶67#|97#	v,GO[klmn]
- = � 𝐶67|97		#,GO[klmn]

--./

#	∈	.P,RO
!$2|!2

. (3.13) 
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Finally, the total RCC required for UP in a BBU is achieved by summing all DL and UL ones in the BBU, 

𝐶9	v,GO[klmn]
- = 𝐶67#	v,GO[klmn]

- + 𝐶97#	v,GO[klmn]
- . (3.14) 

On the other hand, the CP of a BBU cannot be split per user. Based on [MAMM16], the RCC of BBU 𝑏 

at time instant	𝑡Q for CP in DL/UL is estimated by: 

𝐶67'|97'	v,GO[klmn]
- = � 	𝐶>[klmn]

$%& 	�
Δ𝑓!"[fgh]

Δ𝑓!"[fgh]
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�
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�
𝑁,*,F
𝑁,*,F
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<IWXWY,?

>	∈	.$2|!2	
c+

 

 �𝜂67|97	v,GO
-!" �

<b;",?
. 

(3.15) 

Accordingly, the total RCC for CP in BBU 𝑏, 	𝐶(	v,GO[klmn]
- , is 

𝐶(	v,GO[klmn]
- = 𝐶67'	v,GO[klmn]

- + 𝐶97'	v,GO[klmn]
- . (3.16) 

Finally, summing up all of the UP RCCs and CP RCCs of BBU 𝑏 at time instant 𝑡Q, total RCC of the 

BBU is achieved, 

𝐶v,GO[klmn]
- = 𝐶9	v,GO[klmn]

- 	+	𝐶(	v,GO[klmn]
- . (3.17) 

In case that several users are active in the BBU, the computing capacity required for the CP should be 

met, otherwise, none of the user’s data can be transferred. Therefore, computing capacity that is 

required for a BBU’s CP is its minimum demand that should be guaranteed, 

𝐶v,GO[klmn]
-()* = 𝐶(	v,GO[klmn]

- 					 ∶ 				𝑏 = 1,2, … ,𝑁! .  (3.18) 

In case that no user is active in the BBU at a given time instant, 𝐶v,GO
-()* is equal to zero. On the contrary, 

a BBU’s RCC is in the peak level if the network is fully loaded, users have the highest MCS, and all 

users’ spatial streams are equal to the MIMO order, based on (3.11). Therefore, a BBU’s peak RCC is 

𝐶v[klmn]
-+'%, = � 	𝐶>
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�
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(3.19) 

where 𝑚BCD is the order of the highest modulation scheme for wireless technologies, i.e., 1024QAM at 

this time, as discussed in [3GPP17] for upcoming technologies. 

A BBU’s RCC at a given time instant can also be classified, per UL and DL connections, 

𝐶67|97	v,GO[klmn]
- = 𝐶67#|97#	v,GO[klmn]

- 	+	𝐶67'|97'	v,>,GO[klmn]
- . (3.20) 
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 QoS-Demand-Aware Computing Resources Allocation 

 Overview  

As mentioned in Section 2.5, C-RAN integrates the BBUs of multiple BSs in a BBU-pool and increases 

the network resources' utility by multiplexing BBU resources in the pool. Resources multiplexing 

enables over-loaded BBUs to use residual resources left by underutilized ones. Hence, utilization is 
improved, and fewer resources are required than the sum of stand-alone BBU demands. To take 

advantage of C-RAN benefits, efficient strategies should be applied in order to distribute the resources 

of the BBU-pool among BBUs. An efficient resource provisioning scheme should minimize the resource 

idle times and the BBUs' over-loading. 

However, designing efficient resource management strategies is a complicated process for cloud 

providers. Due to the variety of network services, user arrival rates and channel conditions, BBU 

demand fluctuates significantly throughout the day. On the one hand, a BBU computing capacity should 

suffice peak demands; on the other hand, provisioning fixed resources based on peak requirements 
leads to idle resources for the rest of the day. 

As a result, an efficient resource management strategy in a BBU-pool should allocate the computing 

capacity dynamically, following the BBUs' instantaneous demand, while efficiently handling the 

resources in the case of a shortage. Resource shortages are time instants in which the BBU-pool's 

available resources are less than demand spikes and come into play in two circumstances: when the 

objective is intentionally to design the pool with minimum computing resources; or, even if there are 

more computing resources, they cannot be initialized at a rate similar to the one of demand fluctuations 
(in the scale of milliseconds), due to hardware limitations. 

In this section, a QoS-Demand-aware computing resources Allocation Scheme (QDAS) is proposed to 

solve the resource allocation problem. The proposed model is built on the concept of NBS in cooperative 

game theory. The BBU-pool computing resources allocation in a single time instant is modeled as a 

cooperative bargaining game. The players, i.e., BBUs, are trying to reach an agreement that gives a 

mutual advantage. During the bargaining game, each BBU is assigned a utility function and a bargaining 

power: the utility function of a BBU expresses the portion of the BBU's demand that is served, and the 

achievement of its bargaining power is based on the priority level of the active services in the BBU. 
Each BBU tries to request more computing resources to maximize its utility to speed up its processing 

time. Meanwhile, the BBU claims a minimum number of computing resources at a given time instant. 

GNBS is applied in order to find optimal computing resource allocation that maximizes the BBU utilities 

while the utility of the entire BBU-pool is considered. As mentioned in Section 2.6, GNBS is a very 

effective tool to model interactions among negotiators that guarantees all players to acquire the 

maximum utility with fair concerns. 

An abstract view of the proposed model for computing resource management is presented in Figure 3.5. 
The resource allocation module receives average weight of BBUs’ active services, RCCs, minimum 

guaranteed RCCs and the BBU-pool’s AvCC as inputs. It calculates BBUs' bargaining powers in the 
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first step according to their estimated RCCs and the priority of their active services. Together with the 

BBU-pool's AvCC and BBUs' minimum guaranteed requirements, the results are fed to the next step in 

order to find the optimal computing resources allocation.  

 

 

Figure 3.5 – Abstract view of QoS-demand-aware computing resource allocation scheme. 

In what follows, modelling the computing resources allocation problem as a bargaining problem and 

applying GNBS to find the defined problem's solution is described in detail.  

 Definition of Utility Functions 

The problem of finding an efficient resource allocation in the BBU-pool is comparable with a bargaining 

game in cooperative game-theory [Myer91]. BBUs are counted as players negotiating over a limited 
number of computing resources of the BBU-pool to increase their processing capacities, while taking 

resource utilization maximization as a mutual benefit. The outcome is an agreement on selecting one 

resource allocation strategy, i.e., a feasible solution from many possible choices. A resource allocation 

strategy at a certain time instant 𝑡Q	is given by vector 𝐂GO		[Y"	×[	]
;3 , 

𝐂GO
;3 = [𝐶[,GO[klmn]

;3 , 𝐶],GO[klmn]
;3 , … , 𝐶Y",GO[klmn]

;3 ]_, (3.21) 

where: 

• 𝐶v,GO
;3 : BBU 𝑏 AlCC at time instant 𝑡Q ,  

• 𝑁!: number of BBUs in the pool. 

Each BBU evaluates its preference over a selected strategy by its utility function individually. BBU 𝑏's 

utility is defined by a function 𝒰v,GO: ℝ
Y" → ℝ reflecting the portion of the BBU's request that is satisfied, 

𝒰v,GOu𝐂GO
;3y =

𝐶v,GO[klmn]
;3

𝐶v,GO[klmn]
- 	. (3.22) 

If the total computing demand is less than the available resources in the BBU-pool, then all BBUs’ 

demands are satisfied; otherwise, a compromise solution is selected in which the minimum guaranteed 

RCC of BBUs, 𝐂GO		[Y"	×[	]
-()* , are served, 

𝐂GO
-()* = [𝐶[,GO[klmn]

-()* , 𝐶],GO[klmn]
-()* , … , 𝐶Y",GO[klmn]

-()* ]_. (3.23) 

During the bargaining, BBUs attempt to get more computing resources to increase their utility. However, 
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three limitations are imposed:  

1) The total AlCC in a feasible solution should not exceed the BBU-pool’s AvCC, 

𝐶!+	GO[klmn]
;3 ≤ 𝐶!+	GO[klmn]

;4 ,								 (3.24) 

where 𝐶!+	GO
;4 	is the BBU-pool AvCC at 𝑡Q, and  

𝐶!+	GO[klmn]
;3 =�𝐶v,GO[klmn]

;3

Y"

vK[

			 ∶ 				𝑏 = 	1,2, … ,𝑁! . (3.25) 

2) The resource allocator must provide the minimum guaranteed RCC of an individual BBU, 

𝐶v,GO[klmn]
-()* < 𝐶v,GO[klmn]

;3 				 ∶ 					𝑏 = 	1,2, … ,𝑁! . (3.26) 

3) Each BBU may not ask for more capacity than its RCC at a specific time, 

𝐶v,GO[klmn]
;3 ≤ 𝐶v,GO[klmn]

- 			 ∶ 					𝑏 = 	1,2, … ,𝑁! (3.27) 

As a result of these critical constraints, the feasible solution set is bounded as 

𝑆GO
/. = ¤𝐂GO

;3 		| 	� 𝐶v,GO
;3 ≤ 𝐶!+	GO

;4
Y"

vK[
, 𝐶v,GO

-()* < 𝐶v,GO
;3 ≤ 𝐶v,GO

- ¥.  (3.28) 

𝑆GO
/. is a subset of ℝY" 	that contains all the feasible solutions of the bargaining problem. The goal is to 

find the optimal solution that maximizes the BBUs utility functions while satisfying fairness among them. 

As mentioned in Section 2.6, NBS is suitable for solving the problem and guarantees to find the optimal 

solution if the BBUs utility functions as well as the defined solution set are convex and closed [Binm91]. 

𝑆GO
/.	is a convex set, because the line segment between any desired pair of points in the set lies entirely 

within the set and the convexity conditions is hold also for 𝒰v,GO (a prof is given in Annex A). Since both 

𝒰v,GO and 	𝑆GO
/. are convex, the pair (𝑆GO

/. ∪ {𝐂GO
-()*}, 	𝓤GO(𝐂GO

;3)) defines the bargaining problem for the 

computing resource allocation in a BBU-pool [Myer91], 

𝓤GOu𝐂GO
;3y = 	 {𝒰[,GOu𝐂GO

;3y,𝒰],GOu𝐂GO
;3y, … ,𝒰Y",GOu𝐂GO

;3y}_.  (3.29) 

Equation (3.29) shows a vector function in which each component function, 𝒰v,GOu𝐂GO
;3y, presents the 

utility function of BBU 𝑏. 

 Bargaining Power 

In order to increase the user’s satisfaction level, an efficient resource allocator should be able to support 

QoS constraints. To fulfill QoS requirements and to improve efficiency and fairness, an individual BBU 
is assigned bargaining powers, which are composed of the BBUs' RCCs and their active services' 

average weight, being used as the power factor for the BBUs that reflect their priority while allocating 

resources. Services' weights result from the normalization of Priority Level of services defined in 3GPP, 

Table 2.6 and Table 2.8, in the range of [1, 100]. The rationale behind it is that the Priority Level is a 
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characteristic by which 3GPP specifies QoS requirements and determines the packet forwarding 

treatment, Section 2.3. The weight of service 𝑠 is 

𝑤11$4 = 1 +
99	(𝑃BCD1$4 −	𝑃11$4)
(𝑃BCD1$4 − 𝑃BMN1$4) , (3.30) 

where: 

• 𝑃11$4: the Priority Level of service 𝑠, given by 3GPP, Table 2.6 and Table 2.8, 

• 𝑃BMN|BCD1$4 : the minimum/maximum of 3GPP service Priority Levels, 

• 99 is used as a normalization factor, being the difference between the maximum and the minimum 

parameters’ values. 

Accordingly, the average weight of ongoing services in a BBU is denoted as 

𝑤v,GO
1$4QQQQQQ =

∑ 𝑁.	v,1,GO
9 	𝑤11$4	Y./d

1K[

𝑁v,GO
9 , (3.31) 

where: 

• 𝑁.	v,1,GO
9 : number of users of service 𝑠 in BBU 𝑏 at 𝑡Q, 

• 𝑁v,GO
9 : total number of users in BBU 𝑏 at 𝑡Q. 

Finally, the combination of BBUs’ RCCs and the services’ average weight defines the BBU bargaining 

powers as 

𝐵v,GO =
𝑤v,GO
1$4QQQQQQ	�𝐶v,GO[klmn]

- − 𝐶v,GO[klmn]
-()* �

∑ §𝑤3,GO
1$4QQQQQQ	�𝐶3,GO[klmn]

- − 𝐶3,GO[klmn]
-()* �¨Y"

3K[

. (3.32) 

A BBU bargaining power is a positive value within [0, 1], so that in a time instant one has 

�𝐵v,GO

Y"

vK[

= 1. (3.33) 

Equation (3.32) implies that once the minimum guaranteed RCC is allocated to BBUs, i.e., 𝐶v,GO
-()* , the 

rest of the resources are distributed such that QoS is maintained, hence, services with a higher priority 

should be allocated with more resources. In this context, in the next sections, maintaining QoS is 

equivalent to BBU prioritization based on service weights. 

 Generalized Nash Bargaining Solution 

By modelling the BBU-pool computing resource allocation as a bargaining game, the GNBS can be 

used as the unique fair Pareto optimal solution among all feasible ones existing in 𝑆GO
/.. GNBS satisfies 

Nash axioms as the attributes that any rational solution should meet to come up with fairness and 

efficiency, and is achieved by maximizing the product of the BBU utility functions weighted by the BBU 

bargaining powers [Myer91], [Binm91]. By defining 𝒰!+u𝐂GO
;3y as the utility function of the BBU-pool, 
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𝒰!+u𝐂GO
;3y =©	§𝒰v,GOu𝐂GO

;3y − 𝒰v,GO �𝐂GO
-()*�¨

!P,RO
=©	�

𝐶v,GO[klmn]
;3 − 𝐶v,GO[klmn]

-()*

𝐶v,GO[klmn]
-  

!P,ROY"

vK[

,
Y"

vK[

 (3.34) 

GNBS provides a unique solution 𝐂GO
;3∗ for the defined bargaining game by solving the following 

optimization problem: 

𝐂GO
;3∗ = argmax

∀𝑪RO
𝑨𝒍∈	.RO

M&∪	c𝐂RO
;()*d

�	𝒰!+u𝐂GO
;3y�. (3.35) 

For clarity, the process of computing resource allocation in a BBU-pool is shown in Figure 3.6. Given 

the BBUs’ RCCs, minimum guaranteed RCCs, the average weight of ongoing services and the BBU-

pool’s AvCC as inputs, all BBU bargaining powers are calculated in the first step, line 2. In the case that 
the total resource demand is less than or equal to the AvCC, all BBUs are allocated with the computing 

resources fulfilling their demands, line 5; otherwise, GNBS is achieved as an optimal compromise 

solution by solving (3.35), line 7. 

 

Input:	𝐂GO
- , 𝐂GO

-()* , 𝒘GO
1$4QQQQQQ, 𝐶!+	GO

;4  
Output:	𝐂GO

;3∗ 

1: For b = 1 to 𝑁! do 

2: 𝐵v,GO ← §𝑤v,GO
1$4QQQQQQ	�𝐶v,GO

- − 𝐶v,GO
-()*�¨ /∑ §𝑤3,GO

1$4QQQQQQ	�𝐶3,GO
- − 𝐶3,GO

-()*�¨Y"
3K[   

3: end for 

4: If ∑ 𝐶v,GO
-Y"

vK[ ≤ 𝐶!+	GO
;4  

5: 𝐂GO
;3∗ ← 𝐂GO

-   

6: else 

7: 𝐂GO
;3∗ ← argmax

∀𝐂RO
%L∈	.RO

M&∪	c𝐂RO
;()*d

	�	𝒰!+u𝐂GO
;3y� 

8: end if 

9: return 𝐂GO
;3∗ 

Figure 3.6 – Algorithm for QoS-demand-aware computing resource allocation at time instant	𝑡Q . 

In order to solve (3.35), first the following optimization problem is put forward:  

maximize
𝑪RO
𝑨𝒍

														𝒰!+u𝐂GO
;3y, (3.36a) 

subject	to  

�𝐶v,GO
;3

Y"

vK[

≤ 𝐶!+	GO
;4 , 

(3.36b) 

𝐶v,GO
-()* < 𝐶v,GO

;3 							 ∶ 		𝑏 = 	1,2, … ,𝑁! , (3.36c) 

𝐶v,GO
;3 ≤ 𝐶v,GO

- 									 ∶ 		𝑏 = 	1,2, … ,𝑁! , (3.36d) 
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where (3.36b) to (3.36d) take the constraints given in 𝑆GO
/. into account. The objective function is then 

transformed into the logarithmic form in order to facilitate problem solving; due to the monotonic 

behavior of the logarithm function, the logarithm of 𝒰!+u𝐂GO
;3y does not change the result [BoVa04]; 

moreover, since 𝐶v,GO
-  is a constant value for BBU 𝑏 at a given time instant 𝑡Q, it has no effect on the final 

optimization result, hence, it can be eliminated. Therefore, the objective function can be rewritten as: 

𝒰7!+u𝐂jg
;3y =�𝐵v,GO 	 log �𝐶v,GO

;3 − 𝐶v,GO
-()*�

Y"

vK[

 (3.37) 

𝒰7!+u𝐂jg
;3y tends to -∞ when 𝐶v,GO

;3  approaches 𝐶v,GO
-()*, hence, constraint (3.36c) is automatically satisfied, 

and it can be relaxed, the optimization problem being rewritten as: 

maximize
𝐂RO
%L

														𝒰7!+u𝐂GO
;3y,			 (3.38a) 

subject	to  

�𝐶v,GO
;3

Y"

vK[

≤ 𝐶!+	GO
;4 , (3.38b) 

𝐶v,GO
;3 ≤ 𝐶v,GO

- 			 ∶ 				𝑏 = 1,2, … ,𝑁!. (3.38c) 

Equation (3.38) is convex, since all constraints are linear inequalities and the objective function is the 

sum of the concave functions [BoVa04], therefore, it has a unique optimal solution. One can find a 

detailed discussion on solving the problem in [KhLL14] with linear time complexity in the order of 𝑂(𝑁!). 

 Equal and Demand-Proportional Resource Allocation 

In order to evaluate the performance of the proposed model, other resource allocation schemes found 

in the literature were also implemented, hence, enabling a comparison, the equal and demand-

proportional allocation approaches having been taken, [FMPS20], [KoSo19] and [KeMT98]. These 

resource allocation schemes do not provide any optimization, still they serve as a good comparison: 

• Equal resource Allocation Scheme (EAS): An overview of the equal computing resource 

allocation scheme is illustrated in Figure 3.7. EAS is a simple method that, given the AvCC of a 

BBU-pool, equally distributes computing resources among BBUs, regardless of the BBUs’ demands 

and active services' priority, 

𝐶v,GO[klmn]
;3'%& =

("+	RO[hijk]
%d

Y"
. (3.39) 

 

 
Figure 3.7 – Overview of equal computing resource allocation scheme. 

Equal Computing Resource 
Allocation Scheme BBUs’ AlCCs AvCC 
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• Demand-proportional resource Allocation Scheme (DAS): An overview of demand-proportional 

computing resource allocation scheme is illustrated in Figure 3.8. Given the BBU-pool’s AvCC and 

BBUs’ RCCs and minimum guaranteed RCCs, DAS ensures minimum guaranteed resources to 

each BBU and distributes the remaining resources among them proportionally to their user 
processing demands 

	𝐶v,GO[klmn]
;3$%& = §𝐶!+	GO[klmn]

;4 −� 𝐶3,GO[klmn]
-()*

Y"

3K[
¨

𝐶9	v,GO[klmn]
-

∑ 𝐶9	3,GO[klmn]
-Y"

3K[
+ 𝐶v,GO[klmn]

-()* . (3.40) 

DAS is more complex than EAS, since BBUs’ demands should be achieved before resource 

provisioning. 
 

 
Figure 3.8 – Overview of demand-proportional computing resource allocation scheme. 

The mentioned computing resource allocation schemes are compared with more details in Section 6.2. 

 Evaluation Metrics 

As explained before, resource management aims to enhance resource utilization while maintaining 

QoS, for which resource allocation should uphold the priority of ongoing services. Different metrics are 
defined in this section in order to assess the performance of the proposed model. The metrics are 

explained in detail in what follows: 

• BBU fulfilment level: a value within [0, 1] measuring the fraction of BBU 𝑏’s UP RCC that is 

satisfied without any processing delay, 

𝑓v,GO
! =

uminw𝐶v,GO[klmn]
;3 , 𝐶v,GO[klmn]

- xy − 𝐶v,GO[klmn]
-()*

𝐶9	v,GO[klmn]
- , (3.41) 

higher values of 𝑓v,GO
!  indicate that a larger portion of the BBU’s UP demands is met.  

• Fairness index: a parameter that compares the fairness of the proposed resource allocation 

scheme with Jain’s fairness indicator [JaCH84]. The fairness index is applied in the resource 

shortages when total RCC exceeds the amount of BBU-pool’s AvCC at a time instant, 

𝐹GO =
�∑

𝑓v,GO
!

𝑤v,GO
1$4QQQQQQ

Y"
vK[ �

]

𝑁! 	∑ �
𝑓3,GO
!

𝑤3,GO
1$4QQQQQQ�

]
Y"
3K[

. (3.42) 

BBUs’ minimum 
guaranteed RCCs 

Demand-Aware Computing 
Resource Allocation Scheme 
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The range of 𝐹GO 	is within [1 𝑁!⁄ , 1], which defines the closeness of the BBUs’ fulfilment level to the 

average weight of the BBUs’ active services. The higher the value of 𝐹GO , the higher the fairness of 

the resource allocation is. 

• Resource usage: a value within [0, 100] % indicating the proportion of BBU-pool’s AlCC used for 

signal processing, to the BBU-pool’s existing computing capacity, 

𝑈GO[%] =
∑ minw𝐶v,GO[klmn]

;3 , 𝐶v,GO[klmn]
- xY"

vK[

𝐶!+	[klmn]
100, (3.43) 

where 𝐶!+ is the BBU-pool’s existing resources; higher values of 𝑈GO indicate a lower resource 

wastage, i.e., a larger portion of the existing computing capacity is used. 

•  Dynamic resource allocation efficiency: achieved by comparing the total amount of AlCC that 
the model suggests to a BBU-pool in a specific time instant, with the traditional approaches that 

allocate a static amount of computing capacity to the BBU-pool according to the BBUs’ RCCs in 

peak hours. Hence, the efficiency of dynamic resource allocation can be quantified by 

𝜂GO[%] = �1 −
𝐶!+	GO[klmn]
;3

∑ 𝐶v[klmn]
-+'%,Y"

vK[
 100	 (3.44) 

𝜂GO 	is a value within [0, 100] %, with the higher values indicating a more efficient resource allocation 

among the BBUs in the BBU-pool. 

 Model Implementation 

 Implementation Overview 

The model implementation is explained in detail in this section. Figure 3.9 presents the flowchart of the 

simulation process. Given the input parameters for a single time instant 𝑡Q, the BBUs' RCCs are 

estimated in the first step. As mentioned in Section 3.3, the number of RBs that a user requires, 	𝑁#,GO
-!!, 

the users’ modulation, 𝑚#,GO, and coding ratio, 	𝑟#,GO, are three key parameters in the BBUs’ RCC 

estimation process. Based on the user’s SNR, 𝛾#,GO, an MCS index is proposed that maximizes the 

user’s throughput. The user’s packet volume, 𝑉#,GO
+QG, and MCS are two critical parameters in the 

estimation of the number of its required RBs. The process of mapping SNR to MCS and extracting the 

number of required RBs for data transfer is explained in detail in the next subsection.  

Once 	𝑁#,GO
-!!, 𝑚#,GO, and 𝑟#,GO are achieved, the BBU’s RCCs is estimated as explained in Section 3.3. In 

the process of RCC estimation, the RCC of both CP and UP are achieved. When all users’ RCCs are 
estimated, the achieved values and the other required parameters are fed to the next step to calculate 
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the BBUs’ bargaining powers according to Section 3.4.3. Just after the bargaining powers calculation, 

the computing resource allocation in the BBU-pool is achieved. In case the resource allocation scheme 

in the BBU-pool is the QDAS, the optimum computing resource allocation is acquired by solving (3.38). 

In this step, (3.38) is solved using CVX (a modelling system for constructing and solving disciplined 

convex programs, developed by Stanford University [CVX20]), The outputs of the optimization step are 

the optimum computing resources allocation and values of performance metrics defined in Section 3.6. 

 

 
Figure 3.9 – Flowchart of the model implementation. 

 Extracting Number of Required Resource Blocks 

The number of RBs that a user requires at a given time instant, 𝑁-	#,GO
-! , depends on the user’s MCS and 

the packet size that is going to be transferred. The simulation process for extracting the number of user 

𝑢’s required RBs for a packet transfer is summarized in Figure 3.10, supported on Table 3.3 and 

Table 3.4. 

 
Figure 3.10 – The procedure for extracting number of required RBs. 
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Table 3.3 – Modulation, coding ratio and required SNR for LTE and 5G (extracted from [3GPP17]). 

 SNR [dB] 𝒎𝐮 𝒓𝒖 Efficiency 𝑰𝑴𝑪𝑺 
0 𝛾	 < 	0 No transmission 
1 0	 < 𝛾 < 	1.8 

QPSK 
0.08 0.15 0 

2 1.8 ≤ 𝛾 < 4.5 0.44 0.88 1 
3 4.5	 ≤ 	𝛾 < 	8.2 

16QAM 
0.37 1.48 3 

4 8.2	 ≤ 𝛾 < 	10.1 0.60 2.41 5 
5 10.1	 ≤ 𝛾 < 	11.9 

64QAM 

0.46 2.73 7 
6 11.9	 ≤ 𝛾 < 	13.8 0.55 3.32 9 
7 13.8 ≤ 	𝛾 < 	15.6 0.65 3.90 11 
8 15.6 ≤ 	𝛾 < 	17.5 0.75 4.52 13 
9 17.5 ≤ 𝛾 < 	19.5 0.85 5.12 15 
10 19.5 ≤ 	𝛾 < 21.1 

256QAM 

0.69 5.55 17 
11 21.1 ≤ 	𝛾 < 23.2 0.78 6.23 19 
12 23.2 ≤ 	𝛾 < 25 0.86 6.91 21 
13 25 ≤ 	𝛾 < 27.8 0.93 7.41 22 
14 27.8 ≤ 𝛾 < 30 

1024QAM 
0.81 8.12 24 

15 30 ≤ 𝛾									 0.89 8.87 26 

Table 3.4 – TB size for LTE and 5G (extracted from [3GPP17]). 

𝑰𝑴𝑪𝑺 𝒎𝐮 𝑰𝑻𝑩𝑺 
0 

QPSK 
0 

1 4 
2 8 
3 

16QAM 

11 
4 13 
5 14 
6 15 
7 

64QAM 

16 
8 17 
9 18 
10 19 
11 20 
12 21 
13 22 
14 23 
15 24 
16 

256QAM 

25 
17 27 
18 28 
19 29 
20 30 
21 31 
22 32 
23 33 
24 

1024QAM 
35 

25 36 
26 37 
27 

Reserved 
28 
29 
30 
31 
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According to a user’s SNR at time instant 	𝑡Q, an MCS index, 𝐼,(., is proposed to maximize the user’s 

throughput. Although the association between measured SNR and MCS index selected by eNB/gNB 

are vendor specific, for the sake of simplicity, however, Table 3.3 is used in this thesis, in order to map 

measured SNR onto MCS and to map the recommended MCS onto the 𝐼,(..  Given 	𝐼,(., the Transport 

Block Size (TBS) index, 𝐼0!. is extracted from a given lookup table, i.e., Table 3.4. Finally, 𝐼0!.	 and the 

packet volume are used in order to retrieve the number of required RBs for packet transmission, 𝑁-	#-! .	 

Mapping 𝐼0!. onto the number of required RBs is according to a lookup table proposed by 3GPP 

[3GPP20i], the process being the same for both UL and DL. 

 Canonical Scenario 

A simple urban scenario is defined in this section to evaluate the proposed computing resource 

management model's performance and show the functional correctness of the implemented algorithm. 

The test environment is composed of two residential micro-cells with continuous coverage. Each RRH 
is connected to a BBU inside the BBU-pool. It is assumed that both BBUs are clustered in the same 

BBU-pool. The BSs are assumed with a 4 × 4 MIMO order and work with 20 MHz channel bandwidth. 

The number of users is assumed to vary within [1, 100]. Users are assumed outdoors, distributed 
uniformly over the whole area, all with two spatial streams and 19 dB SNR. For simplicity, it is assumed 

that the users are in UL and run just one service at a time. The user and network parameters are 

summarized in Table 3.5.  

Table 3.5 – Input parameters in canonical scenario. 

BBU Index 
Parameter 

1 
(BBU-FT) 

2 
(BBU-Voi) 

User 

# spatial streams	u𝑁.G$	#,GOy 2 

SNR u𝛾#,GO[op]y 19 

User Arrival Rate (𝑅9[qrst Br⁄ ]
;$$ ) [1, 100] 

Service (𝑠#9) File transfer  VoIP 

Packet volume u𝑉#,GO[p]
+QG y 40 

Network 
 

Cell type (𝐶0@+) Micro 

RRH traffic type (𝐻0@+)	 Residential 

Channel bandwidth, uΔ𝑓!"[fgh]y 20 

Quantization resolution	u𝑄[iMj]y 24 

MIMO order, (𝑁,*,F) 4 × 4 

# BBUs in the BBU-pool,	(𝑁!) 2 

BBU-pool’s AvCC u𝐶!+	GO[klmn]
;4 y 300 



 

58 

Two kinds of services are assumed, i.e., file transfer and VoIP. In order to evaluate the behavior of the 

model in relation to the priorities of active services, the running services are considered different in the 

BBUs, so that all users in the first BBU use file transfer (BBU-FT) while in the second one they use 

VoIP (BBU-Voi), leading to the active services’ average weights of 36 and 83, respectively, (3.31). The 

packet size is considered the same, i.e., 40 B, for all of them, for which two RBs are required for packet 

transfer, Section 3.7.2; it is assumed that user’s RB demand is totally met. The considered scenario 

leads to 387 GOPS of each BBUs’ peak demand, 𝐶v
-+'%, . 

On the side of the BBU-pool, it is assumed that 300 GOPS is the BBU-pool’s existing computing 

capacity. For simplicity, it is assumed that 100% of the resources are available for the BBUs. 

 Model and Simulator Assessment 

 Assessment Overview 

In this section, both the simulator's functional correctness and the proposed model's performance are 

assessed. In order to show the functional correctness of the implemented algorithm, the outputs of the 

canonical scenario defined in Section 3.8 are subjected to a set of empirical tests listed in Table 3.6, 

among which resource allocation's reliability and CVX assessment are presented in Section 3.9.2. The 

compatibility of the BBUs’ RCCs with the increasing values of the effective parameters are also 

presented in Annex B. 

Table 3.6 – List of empirical tests that were made to validate the model performance. 

Test Description 

1 
Validating the model assumptions (Check if the input parameters correspond to the 
structural assumptions made about the system in the defined scenario). 

2 
Check the compatibility of the BBUs’ RCCs with the increasing values of the effective 
parameters, i.e., 𝛥𝑓!"[fgh], 𝑁,*,F, 𝑄[iMj], 𝑚#,GO[iMj/ryBiz{], 𝑟#,GO , 𝑁.G$	#,GO , 𝜂#,GO

-!!.  

3 Check the BBUs’ RCC variation with the number of the users. 

4 
Check the result of the resource allocation if the total demand is more, equal, or less than 
the BBU-pool’s AvCC. 

5 

Comparing results of the input parameters’ variations to see if it is compatible with the 
expectations: 

1. variable service types with constant demand, 
2. increasing demand with constant service types. 

6 Check if the output parameters are equal to the manually handcrafted test results. 

7 
Check if the implemented result of the optimization problem is the same as the optimal point 
achieved by the algebraic approach (CVX Assessment). 

8 Verification of the correct plot of all outputs. 



 

59 

The proposed model's evaluation is also done by comparing its performance against EAS and DAS in 

Section 3.9.3. To this end, the resource allocation phase is repeated for each allocation scheme 

separately; the evaluation metrics are being assessed afterwards. The performance of the proposed 

model is further assessed in Section 3.9.4, by analyzing the effect of the BBUs' demands variation on 

the allocation results.  

 Reliability of Computing Resource Allocation and CVX 

Assessment  

The functional correctness of the implemented algorithm and the proposed computing resource 

allocation’s reliability is assessed by comparing the implemented results with the optimal point achieved 

by an algebraic approach and visualizing the results. To this end, the BBUs’ RCCs are estimated as 
the first step of the proposed resource management model, Figure 3.3. The achieved results together 

with the active services’ average weights and the BBU-pool’s AvCC are fed to the computing resource 

allocation module as inputs, Figure 3.5. In this step, the BBUs’ bargaining powers are calculated first, 

and the optimal resource allocation is found afterwards. 

Considering 95 active users (selected randomly) results in 300 GOPS computing capacity demands in 

each BBU, 15 GOPS is for their CP and the minimum capacity that should be guaranteed, (3.17) and 

(3.16). The BBUs’ bargaining powers are achieved in the next step resulting in 0.3 and 0.7 for the BBU-
FT and the BBU-Voi, respectively, (3.32). The difference in BBUs’ bargaining powers stems from the 

difference in the weight of their active services, i.e., 36 and 83 for BBU-FT and the BBU-Voi, 

respectively. The results are summarized in Table 3.7. 

Table 3.7 – The proposed computing resource management’s results. 

Inputs Outputs 

𝑤v,GO
1$4QQQQQQ 𝐶v,GO[klmn]

-  𝐶v,GO[klmn]
-()*  

𝐶!+	GO
;4  

𝐶v,GO[klmn]
;3  

BBU-FT BBU-Voi BBU-FT BBU-Voi BBU-FT BBU-Voi BBU-FT BBU-Voi 
36 83 300 15 300 96 204 

 

After calculating the BBUs’ bargaining powers and RCCs, the last step is to find the optimal resource 

allocation strategy that maximizes the BBU-pool’s resource utilization. The optimal solution is obtained 

by solving (3.38) using CVX. The results are listed in Table 3.7 (the other outputs are discussed in 

Section 3.9.3). The accuracy of the implemented results is assessed by comparing them with the 
Karush-Kuhn-Tucker (KKT) approach [BoVa04]. In the first step, associated Lagrange function is made, 

ℒu𝐂GO[Y"×[]
;3 , 𝝃[Y"×[], 𝜗y = 	�𝐵v,GO log �𝐶[,GO

;3 − 𝐶v,GO
-()*�

Y"

vK[

− 𝜗u𝐶!+	GO
;3 − 𝐶!+	GO

;4 y −�𝜉vu𝐶v,GO
;3 − 𝐶v,GO

- y
Y"

vK[

, (3.45) 

where 𝝃[Y"×[] and 𝜗 are Lagrange multipliers. As the given optimization problem is convex, the point 

u𝐂GO[Y"×[]
;3∗ , 𝝃[Y"×[], 𝜗y is optimal if it satisfies all the KKT conditions: 
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∂𝐿u𝐂GO
;3 , 𝝃, 𝜗y

𝜕𝐶v,GO
;3∗ =

𝐵v,GO
𝐶v,GO
;3 − 𝐶v,GO

-()*
− 𝜉v − 	𝜗 = 0																 ∶ 		𝑏 = 	1,2, (3.46) 

𝐶!+	GO
;3 − 𝐶!+	GO

;4 = 0, (3.47) 
𝐶v,GO
;3 − 𝐶v,GO

- 	≤ 0, (3.48) 
𝜉vu𝐶v,GO[klmn]

;3 − 𝐶v,GO[klmn]
- y = 0, (3.49) 

𝜉v ≥ 0. (3.50) 

Considering (3.46) to (3.50), the only situation that does not lead to a contradiction is the assumption 

that both 𝜉[ and 𝜉] are equal to zero, (3.46) which leads to  

						𝐵v,GO
𝐶v,GO
;3∗ − 𝐶v,GO

-()*
= 	𝜗																 ∶ 		𝑏 = 	1,2. (3.51) 

As 𝜗 is a constant value, it is concluded that 

𝐵[,GO
𝐶[,GO
;3∗ − 𝐶[,GO

-()*
=	

𝐵],GO
𝐶],GO
;3∗ − 𝐶],GO

-()*
	⟹	𝐶[,GO

;3∗ =	
𝐵[,GO𝐶],GO

;3∗ − 𝐵[,GO𝐶],GO
-()* + 𝐵],GO𝐶[,GO

-()*

𝐵],GO
	,											 (3.52) 

which means that the first BBU’s RCC	can be expressed by the second BBU’s RCC. Following (3.47) 

and the information given in Table 3.7, in the case AvCC is 300 GOPS, the BBUs’ AlCC are achieved 

as 94 GOPS and 206 GOPS for BBU1 and BBU2, respectively. As all of the KKT conditions are 

satisfied, it is concluded that the achieved result is the optimum point that is the same as the 

implemented result presented in Table 3.7. The results are also presented in Figure 3.11, illustrating 

that the results of the model implementation are coherent with those from the algebraic approach. 

 

s  
Figure 3.11 – Visualization of resource allocation results.  
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 Comparison among Different Allocation Schemes 

The proposed model's evaluation is assessed in this section by comparing its performance against the 

other resource allocation schemes mentioned in  Section 3.5, i.e., EAS and DAS. To this end, the 

canonical scenario, Section 3.8, is assumed in the condition that 35 users taking the file transferring 
service are active in the first BBU (BBU-FT) and that 95 users are active in the second BBU (BBU-Voi); 

resulting in the BBUs' RCCs of 120 GOPS and 300 GOPS, the minimum guaranteed RCC of 9 GOPS 

and 15 GOPS and the bargaining power of 0.14 and 0.86 for BBU-FT and BBU-Voi, respectively. 

Table 3.8 lists the performance achieved by each of the computing resource allocation schemes. EAS 

allocates resources equally among BBUs, regardless of service priorities or BBU demands. Although 

EAS is a fast resource allocation scheme without too much complexity, it wastes resources. While BBU-

Voi is encountered with resource shortage, BBU-FT's AlCC is more than its RCC. This is the reason 

that the resource usage, 𝑈GO[%],	 is not 100%. Moreover, EAS leads to the smallest fairness index since 

BBUs' fulfilment levels are not proportional to their service weights. BBU-Voi has less fulfilment level 

even though its active services have the highest weight. The main reason is that EAS takes neither 

QoS nor the BBUs' demands into account while distributing resources among them.  

Table 3.8 – Comparison among different resource allocation schemes. 

Parameter 
Computing Resource Allocation Schemes 

QDAS DAS EAS 

Input 

𝐶v,GO[klmn]
-  

BBU-FT 120 
- 

BBU-Voi 300 

𝐶v,GO[klmn]
-()*  

BBU-FT 9 

BBU-Voi 15 

𝑤v,GO
.-IQQQQQQQ 

BBU-FT 36 - 

BBU-Voi 83 - 

𝐶!+	GO[klmn]
;4  300 

Output 

	𝐶v,GO[klmn]
;3  

BBU-FT 48 86 
150 

BBU-Voi 252 214 

𝑓v,GO
!  

BBU-FT 0.37 
0.70 

1 

BBU-Voi 0.85 0.47 

𝐹GO 1 0.87 0.70 

𝜂GO[%] 61 

𝑈GO[%] 100 90 

 

DAS takes the real-time demand of BBUs into account. It allocates the minimum guaranteed resources, 

𝐶v,GO
-()* , to each BBU and distributes the remaining resources proportionally to their UP demands, 𝐶9	v,GO

- , 

which is the reason why BBU-Voi receives more resources than BBU-FT. Since the BBUs’ AlCCs are 
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proportional to their RCCs in DAS, the BBUs’ fulfilment levels are equal. The fairness index is still lower 

than QDAS because DAS does not consider QoS. 

Besides BBUs’ demands, QDAS takes QoS, hence, service priorities, into account while distributing 

resources. QDAS shrinks the capacity share of the lower priority BBUs in the bottlenecks to compensate 

for the higher priority BBU resource shortage. This is why it allocates more resources to BBU-Voi with 

higher average service weights compared with DAS. Since it takes QoS into account, BBU fulfilment 
levels are proportional to the average service weights. Therefore, the best fairness index among all 

three provisioning schemes is achieved. Moreover, no waste of resources occurs and it fully uses the 

available resources since there is a shortage and QDAS bounds the BBU’s AlCC to their demands.  

It should be noticed that the resource allocation efficiency is the same for all three provisioning schemes 

as 100% of the BBU-pool’s AvCC are allocated to BBUs in all of them. 

 Performance Evaluation of the Proposed Scheme 

As mentioned before, the proposed computing resource allocation scheme receives average weights 

of BBUs’ active services, RCCs, minimum guaranteed RCCs and BBU-pool’s AvCC as inputs. It 

calculates the optimal computing resources allocation and its outputs are the BBUs’ optimal AlCCs and 

the evaluation metrics, Figure 3.5. The proposed model’s performance is evaluated in this section, by 

analyzing the effect of BBUs’ RCC variation as one of the inputs. Considering the canonical scenario 

defined in Section 3.8, the resource allocation phase is repeated with the BBUs’ RCCs varying in 

[9, 320] GOPS (equivalent to increasing the number of users from 1 to 100), while both BBUs’ 
bargaining powers remain as 0.3 and 0.7, respectively. The results are explained in what follows: 

• Allocated Computing Capacity: An essential factor that should be considered is the compatibility 

of the AlCC with instantaneous demand in the BBU-pool. In case the BBU-pool’s total RCC is equal 

or greater than its AvCC, 100% of the computing resources should be used. Conversely, if demand 

is less than AvCC, the available resources should be used to the required extent and the remaining 

resources should be idle or shut down. Figure 3.12 represents the capacity allocated to each BBU. 
 

 
Figure 3.12 – Sensitivity of the BBUs’ AlCCs to their RCC in QDAS. 
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The lower bound of the shaded area in the figure shows the minimum amount of capacity that 

should be guaranteed to any single BBU and the upper bound represents BBUs' demands. As the 

figure shows, while total demand is less than BBU-pools' AvCC (300 GOPS), both BBUs' 

requirements are met and BBUs' AlCC does not exceed their RCC. The resources are allocated 

as needed; the rest remaining idle. For RCCs larger than threshold Th1, both BBUs' demands 

cannot be met at the same time due to resource shortage, thus, BBU-FT's AlCC that has a lower 
bargaining power drops, while BBU-Voi's AlCC is still equal to its RCC. Beyond Th2, BBU-Voi's 

RCC cannot be met entirely since the resource allocation should be fair and BBUs' AlCC should 

be proportional to their active services' average weight in a fair allocation, (3.42). Fair allocations 

are depicted in Figure 3.12 by dash lines. Since there is a shortage, we know that all the resources 

are used. Moreover, the BBUs' RCCs are equal, and also their minimum guaranteed RCCs are 

the same. Therefore, in this case, the resource allocation is fair when 

𝐶v,GO[klmn]
;3 =	 �300 − 2𝐶v,GO[klmn]

-()* �𝐵v,GO + 𝐶v,GO[klmn]
-()* 			 ∶ 			𝑏 = 1,2. (3.53) 

• Fulfilment Level: The BBUs fulfilment levels are illustrated in Figure 3.13. For RCCs larger than 

Th1, there are not enough resources to meet both BBUs requirements. Therefore, the fulfilment 
level of the BBU-FT with less bargaining power starts to drop since allocated resources are less 

than its demands. At the same time, BBU-Voi’s demand (with higher bargaining power) are 100% 

fulfilled. Beyond Th2, BBU-Voi’s fulfilment level also starts to drop due to resource shortage as well 

as to the fact that the BBUs allocated resources should be fair and proportional to the BBUs’ 

bargaining powers. The results confirm that the proposed resource allocation scheme considers 

the service weights and the priority of the BBUs while distributing resources among the BBUs. 

 

 

Figure 3.13 – Effect of the BBUs’ bargaining powers on the fulfilment level in QDAS. 

• Fairness Index: Jain’s fairness index is another metric that is evaluated for the same case study. 

The fairness index is valid if the total demand exceeds the BBU-pool’s AvCC at a time instant, i.e., 

beyond Th1 in Figure 3.12. The allocation is defined to be fair if the fulfilment levels maintain the 
same proportion of the average weights of active services. The fair allocations are depicted with 

dashed lines in Figure 3.12, and Figure 3.14 presents the correspondence fairness index.  
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Figure 3.14 – Fairness index in QDAS. 

As Figure 3.14 shows, the allocation’s fairness is low in the beginning. The reason in that the 

computing capacity proportional to the service weights is more than the RCC of the BBU with higher 

priority services, i.e., BBU-Voi. The resource allocation strategy bounds the BBU-Voi’s AlCC to its 

RCC, the remaining capacity being allocated to BBU-FT with lower service priority and as a result, 

BBU-Voi’s AlCC is less than its fair allocation; on the contrary, BBU-FT receives more. This will end 

up to a small value for the defined fairness index, as the fairness condition does not hold. By 

incrementing BBU-Voi’s demand, fewer resources remain available for BBU-FT, and the fairness 
index increases. Beyond Th1, the fairness condition holds and as Figure 3.13 presents, the 

fulfilment levels maintain the same proportion of the average weights of active services, i.e., 2.33. 

The fairness index results confirm that the resource allocator takes not only the priority of services 

but also instantaneous requirement of BBUs into account while distributing resources among them. 

• Efficiency of Dynamic Resource Allocation: The efficiency of the dynamic resource allocation is 

achieved by comparing the total AlCC that the proposed model suggests in a BBU-pool with 
traditional approaches that a static amount of computing capacity is allocated to the BBUs based 

on their peak hour RCC. Considering BBU's peak RCC, i.e., 387 GOPS per BBU in the canonical 

scenario, Figure 3.15 shows the proposed resource allocation's efficiency. 

 
Figure 3.15 – Efficiency of resource allocation in QDAS. 

In the beginning, the allocation efficiency is high, the reason being that BBUs' demands are small. 
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strategy. As a result, the total allocated resources are much less than the sum of the BBUs' peak 

requirement that is equal to the resources statically allocated to the BBUs in the traditional 

approaches; hence, efficiency is high. By increment of BBUs' resource demands, more resources 

are allocated, hence, efficiency decreases. In the worst case, the efficiency is almost 61% as all 

the BBU-pools' available resources are allocated, almost 40% of the sum of BBUs' peak demands. 

• AvCC Usage: Figure 3.16 illustrates the resource usage as the proportion of BBU-pool’s total 
AlCC to its AvCC. In the beginning when BBUs’ demands are small, the resource usage is low 

since the allocator bound the BBUs’ AlCCs to their RCCs. By increasing RCCs, the resources 

usage also increases until Th1 when the total demand surpasses the AvCC. The resource allocator 

distributes the entire available resources among the BBUs and bounds the total AlCC to the BBUs’ 

available resources. The results confirm that there is no wastage in the proposed resource 

allocation scheme and the resources are allocated to the BBUs as needed. On the other hand, in 
case of resource shortages 100% of the available resources are distributed among the BBUs.  

  

 
Figure 3.16 – AvCC usage in QDAS. 
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Chapter 4 

4 Real-time Computing 

Resource Allocation Framework 
This chapter presents an extension to the resource management model proposed previously and 

defines a real-time computing resource allocation framework considering time-varying traffic and 

demands in a tidal channel condition. Section 4.1 gives an overview of the proposed model, and 

Section 4.2 explains a strategy to find a proper time interval between two successive resource 
allocations. Section 4.3 mentions the metrics used to evaluate the proposed model in a real-time 

framework. The rest of the chapter is dedicated to the simulator implementation, canonical scenario, 

and simulator assessment. 
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 Model Overview 

As mentioned before, C-RAN provides both higher data rates and lower network latencies by 

consolidating and multiplexing BBU resources in a data center called BBU-pool. Although the 

consolidation of resources in C-RAN reduces the number of the required resources in the network, there 

are still critical challenges for data centers, such as power consumption [DaWF16], [HMDM19] and 

[WeGP13]: a medium-sized one with 930 m2 and 288 racks can consume 4 MW in the traffic peak 

[PMZW10]. Since computing resources, i.e., servers, are the most energy-intensive entities in data 
centers, it is worthwhile to apply efficient resource management strategies to maximize their utilization 

and reduce the number of idle ones. An idle server consumes 60% of its peak power usage, although it 

has no productivity [PMZW10]. 

However, designing efficient resource management strategies is a complicated process for cloud 

providers. Due to the variety of network services, user arrival rates and channel conditions, BBUs’ 

resource demands fluctuate significantly throughout the day. On the one hand, a BBU computing 

capacity should suffice peak demands; on the other hand, provisioning fixed resources based on peak 
requirements leads to idle resources in the rest of the day. As a result, an efficient resource management 

strategy in a BBU-pool should allocate the computing capacity dynamically, in accordance with the 

BBUs’ instantaneous demand, while efficiently handling resources in the case of a shortage. Resource 

shortages are time instants in which the BBU-pool’s available resources are less than demand spikes 

and come into play in two circumstances: when the objective is intentionally to design the pool with 

minimum computing resources; or, even if there are more computing resources, they cannot be 

initialized at a rate similar to the one of demand fluctuations (in the scale of milliseconds), due to 

hardware limitations. 

This chapter presents an extension to the proposed resource management model presented in 

Chapter 3 (which is limited to a single time) and defines a real-time computing resource allocation 

framework. In this context, the previously computing resource allocation model is calculated repeatedly 

over time, and the BBU-pool computing resources are allocated dynamically, based on the BBU’s 

instantaneous demand. The goal is to prevent BBU’s over/under-loaded situations before they occur by 

dynamically influencing the BBUs’ RCCs in advance of the actual computing resource allocation. An 

overview of the proposed computing resource management model is presented in Figure 4.1. 

 

 
Figure 4.1 – Global model overview. 
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A BBU’s RCC depends on the user/network parameters that are fluctuating within a TTI. Therefore, a 

defined optimization problem should be solved once with new input parameters, in a TTI, in order to 

define a real-time computing resource allocation framework. The proposed optimization problem should 

be small enough to be solved extremely fast, coordinated with a TTI. There are several works in the 

literature on proposing models to solve real-time convex optimization problems in the order of 

milliseconds or microseconds [PaEl10]. For more reliability, however, a time framework is defined in this 
thesis to evaluate an appropriate time interval between two successive problem solving, larger than one 

TTI, in which the load fluctuation is minimal. To this end, besides the input parameters that are 

mentioned in Section 3.2, the following parameters are also required: 

• User specific info: 

o mobility speed, υ;4=[TB/�], 

• Cell specific info: 

o carrier frequency, 𝑓([fgh]. 

Section 4.2 explains a strategy to find a proper time interval between two successive resource 

allocations. 

Figure 4.2 presents the process of the computing resource allocation module over time in more detail. 

Taking as inputs network and user parameters at a specific time instant, the BBUs’ RCCs are estimated 

in the first step. The results are then fed to the computing resource allocation module in order to find the 

optimal AlCC to BBUs. In the next time instant, the resource management process is re-instantiated 
over new input parameters.  
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• BBUs’ RCCs 

• BBUs’ minimum 
guaranteed RCCs 

• BBU-pool’s AvCC 

 

 

 

• BBUs’ 
AlCCs 

• Evaluation 
Metrics 

 

Figure 4.2 – Overview of the QoS-demand-aware computing resource allocation scheme over time. 
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 Time Framework 

 Coherence Time 

In order to allocate computing resources adaptively so that BBUs’ resource demands are met, their 

instantaneous RCCs should be known. A BBU’s RCC is composed of all the BS processing steps’ RCC 

in the BBU, which are time-variant. The network/user parameters affecting each BS processing step’s 

RCC are listed in 𝑆+P$E,	 (3.8). As network parameters are constant, the variation of the BS processing’s 

RCC depends on the user parameters variation, i.e., MCS, the number of streams and the number of 

allocated RBs. As mentioned in Section 3.7.2, the number of RBs allocated to a user depends on both 

the user’s MCS and the service’s bit rate. The bit rate fluctuates per TTI, but the variation of MCS and 

the number of streams depends on the coherence time and CSI reporting periodicity. Therefore, in order 
to evaluate an appropriate time interval between two successive RCC evaluations, coherence time and 

RI reporting periodicity should be considered besides the TTI. 

The coherence time,	∆𝑡( , is the expected time duration over which the channel’s response is essentially 

invariant. The value of coherence time depends on the users’ mobility speed and maximum Doppler 

shift [Ahma13]. A popular rule in order to calculate ∆𝑡( is defined as [Rapp96]: 

∆𝑡([r] = ¼
9

(16𝜋	𝑓6,BCD[gh]] )
, (4.1) 

where 𝑓6,BCD	 is maximum Doppler shift, 

𝑓6,BCD	[gh] =	𝑓([gh]
υ#[B/r]
𝑐[B/r]

, (4.2) 

where: 

• 𝑓(:	carrier frequency, 

• υ#: user’s speed 𝑢, 

• 𝑐: light speed, where 𝑐[B/r] = 299,792,458. 

In this thesis, ∆𝑡([r]	is not studied on a specific user speed. The speed range that LTE supports (to date, 

the range of 0 to 500 km/h) is split into multiple intervals and, for each, an average speed value is 

considered. The users can thus be classified as: 

• Very-low-speed, e.g., pedestrian, 5 km/h, 

• Low-speed, e.g., cyclist, vehicular urban, 50 km/h, 

• Mid-speed, e.g., vehicular sub-urban, 90 km/h, 

• High-speed, e.g., vehicular rural, 120 km/h, 

• Very-high-speed, e.g., high-speed train, 500 km/h. 

Accordingly, the values of	∆𝑡([r] and 𝑓6,BCD	[gh] are calculated in accordance with (4.1) and (4.2) for each 

speed class and supported operating bands. The UE speeds and related maximum Doppler shifts are 

listed in Annex C for the supported carrier frequencies. The result of minimum and maximum coherence 

time corresponding to each speed class are summarized in Table 4.1.  
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Table 4.1 – User speeds and associated coherence time. 

Speed [km/h] 
Maximum Doppler Shift [Hz] Coherence Time [ms] 

Min Max Min Max 
5 3.66 16.68 25.38 115.64 

50 36.65 166.78 2.54 11.55 

90 65.96 300.21 1.41 6.42 

120 87.95 400.28 1.06 4.81 

500 366.46 1 667.82 0.25 1.16 

 

As mentioned in Section 2.1.2, gaining a higher UL/DL speed, LTE supports various TMs. TM and the 

number of users’ streams depends on transmitter/receiver capability and CSI reporting. CSI reporting is 

the UE feedbacks, reporting its preferred TM, based on the channel condition. The eNB configures CSI 

reporting format for each UE in RRC signaling. Besides the TM, the CSI is a critical parameter on the 
MCS selection. 

For the sake of simplicity, in this thesis, it is assumed that CSI reporting for all users is equally configured 

to be sent periodically according to the entire bandwidth quality, i.e., wideband reporting. The CSI report 

is a composition of RI, PMI, and CQI. Based on [3GPP20i], for wideband periodic, the CQI/PMI reporting 

interval can be configured as {2, 5, 10, 16, 20, 32, 40, 64, 80, 128, 160} sub-frames, therefore, the 

reporting period,	∆𝑡()*+,*[Br], is equal to the number of sub-frames times the sub-frame duration, 

∆𝑡()*+,*[Br] =	𝑁()*+,*./ 	∆𝑡./[Br], (4.3) 

where: 

• 𝑁()*+,*./ : number of sub-frames in selected CQI/PMI reporting interval, where 

𝑁()*+,*./ ∈ {2, 5, 10, 16, 20, 32, 40, 64, 80, 128, 160}	(Configurable in higher layer signaling), 

• 	∆𝑡./: a sub-frame duration. 

In case RI reporting is configured as well, the reporting interval of the RI, ∆𝑡-*[Br], is an integer coefficient 

of	∆𝑡()*+,*[Br], [3GPP20i], 

∆𝑡-*[Br] =	𝑀-* ∙ ∆𝑡()*+,*[Br], (4.4) 

where 𝑀-* ∈ {1, 2, 4, 8, 16, 32} and is configurable in higher layer signaling. Equation (4.4) indicates that 

the minimum periodicity of RI reporting is the duration of two sub-frames. Therefore, the transmitting 

mode is consistent at least for the duration of two sub-frames.  

 Time Slicing 

In order to estimate a BBUs’ RCC, the proposed model considers a single snapshot in time, i.e., time 

instant 	𝑡Q , and uses the parameter measurements taken at that time instant. The interval between two 

successive time instants in which a BBU’s demand is estimated is denoted by 	∆𝑡, 
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∆𝑡[Br] = 𝑡Q�[[Br] − 𝑡Q[Br]. (4.5) 

The value of ∆𝑡	 is considered constant and proportional to the average of the time that the variation of 

the BBUs’ RCC is minimum. As mentioned previously, the RCC fluctuation depends on the coherence 

time, ∆𝑡(, RI reporting periodicity, ∆𝑡-*, and sub-frame duration, 	∆𝑡./. An appropriate TTI is assumed to 

be equal to a sub-frame duration. In order to allocate computing resources adaptively, so that the BBUs’ 

resource demands are met, ∆𝑡	 should be the minimum value among 	∆𝑡( , ∆𝑡-* and 	∆𝑡./. However, to 

decrease the excess burden while keeping efficient allocation, the proposed model assumes 	∆𝑡 to be a 

small integer coefficient of the minimum value between ∆𝑡( and ∆𝑡-*, 

∆𝑡[Br] = 𝑛	uminw∆𝑡'[Br], ∆𝑡-*[Br]xy				∀𝑛 ∈ ℕ.   (4.6) 

Twenty-four hours in a day are considered as ¿24[�]/∆𝑡[�]À equal and successive time slots (the last time 

slot may have a lower duration depending on ∆𝑡). Moreover, small subintervals, ∆𝑡00* ,	 are set up within 

larger intervals, each with one TTI duration. The BBU RCCs are evaluated at 	𝑡Q	 and 	𝑡Q�[, and, 

accordingly, RCC values are assumed the same for all time instants in between. The principle of time 

slicing can be best described using the illustration in Figure 4.3. RCC evaluations are provided at the 

beginning of an interval, i.e., at 	𝑡Q , and accordingly, RCC values are estimated for all the time instants 

𝑡Q,L in between. RCC estimation is described in detail in Section 3.3.2. 

 

Figure 4.3 – Time slicing, ∆𝑡 =5 ms, ∆𝑡00* =1 ms. 

 Evaluation Metrics 

Different metrics are defined in order to evaluate the proposed model’s performance in a real-time 

framework. The metrics are explained in detail in what follows:  

• Average of a BBU’s fulfilment level is the average of a BBU’s fulfilment levels for all time slices 
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in a given duration, 

𝑓v!QQQQ =
� 𝑓v,GO

!
Y1&

QK�
𝑁0. , 

(4.7) 

where 𝑁0. is the number of time slices in a simulation interval, 

𝑁0. =
∆𝑇[Br].*,

∆𝑡[Br]
, (4.8) 

and ∆𝑇[Br].*, is the simulation interval. 

• Average of dynamic resource allocation efficiency is the average of resource allocation 

efficiency within a simulation interval, 

𝜂[%]QQQQQ =
� 𝜂GO[%]

Y1&

QK�
𝑁0. . 

(4.9) 

• Average resource usage is the average of resource usage within a simulation interval, 

𝑈[%]QQQQQQ =
� 𝑈GO[%]

Y1&

QK�
𝑁0. . 

(4.10) 

 Simulator Implementation 

 Overview 

This subsection aims at presenting the details of the proposed models’ implementation in a real-time 

framework, namely, traffic and end-users generation, and algorithms being used. Figure 4.4 illustrates 

the major functional elements of the simulation together with the way they interact with during operation. 

As the figure shows, the simulation is composed of three main components. In the first module, the 

network traffic is generated for a selected time interval: end-users are generated, and random SNR are 

assigned to them; the generation of users’ packets is based on stochastic distributions dedicated to 

each service. After that, the number of RBs required for data transmission is extracted according to the 
users’ SNR and their associated packet size. The results, together with the input network/user 

parameters are fed to the RCC estimation module. The RCC of the BBUs are calculated as explained 

in Section 3.3. The results acquired in the first two modules together with the input parameters are fed 

to the resource allocation module, in which the bargaining powers are calculated first based on 

Section 3.4.3. Accordingly, the optimal computing resource allocation is acquired exploiting CVX. 

All the archived results are used in order to evaluate the performance of the proposed model using the 

metrics defined in Section 4.3. Traffic simulation and the implementation flowcharts are explained in 
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more detail in the following sections. 

 

Inputs MATLAB Simulator Outputs 

   

Figure 4.4 – Simulator overview.  

 Traffic Generation 

Network behavior is simulated within a time interval in order to evaluate the proposed computing 

resource management model. The generation of traffic is based on the generic model defined in 

[HaGB05]. End-user generation, packet generation and radio resource allocation are three primary 

considerations while generating the network traffic described in what follows: 

• End-user generation: end-users are generated at the beginning of the simulation. A user’s process 
starts once the user arrives at the network. Users’ arrival rate is given at the beginning of the 

simulation following a mixture of two Truncated Normal Distributions for both residential and 

business areas: for the former, the mean values are 10 AM and 6 PM, standard deviations are 

160 min and 140 min, and mixing proportions are 30% and 70% for the first and second distribution, 

respectively; in the latter, mean values are 11 AM and 3 PM for the first and second distribution 

respectively, both with the standard deviation of 95 min and 50% of mixing proportion. Figure 4.5 

illustrates the Probability Density Function (PDF) and the Cumulative Distribution Function (CDF) of 
users’ arrival rate in both areas, user peak hours being taken from [PLLL11], and traffic outside peak 

hours is selected in such a way that it gradually increases until the peak and then decreases.  

The simulator initially considers users who enter the network during the simulation period. It also 

targets the users who have entered before and are still active at the beginning of the simulation. 

Users are considered mobile, therefore, an individual user is assigned with a random SNR that is 

variable per TTI, based on a Uniform Distribution in [1, 35] dB. Still, the user SNR is assumed to be 

unchanged within the coherence time, which is considered equal for all users connected to a BS 

and is calculated based on the BS frequency band and the average speed of the users. 
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(a) Residential  (b) Residential  (c) Business  (d) Business  

Figure 4.5 – PDF and CDF of the user arrival rate in residential/business areas.  

• Packet generation: running services are determined at the beginning of the simulation based on a 

defined traffic mixture. According to the service type, its duration is taken as listed in Table 4.2. Traffic 
is generated in three levels (session, activity and packet) as explained in what follows, further details 

being presented Annex D: 

Table 4.2 – Service characteristics. 

Service Service Parameter Distribution Mean Standard 
Deviation 

VoIP 
Packet Inter-Arrival Time Deterministic 20ms - 

Duration Poisson 120s 11s 

Video 

Frame Packets Inter-Arrival Time  Pareto 6.1ms 3.6ms 

Duration Poisson 300s 17.3s 

Packet Volume Pareto 1.3MB 257B 

Web Browsing 

Packet Inter-
Arrival Time 

Reading Time 
Exponential 

30s 

Parsing Time 130ms 

Duration Poisson 420s 20.5s 

Packet Volume 

Main Object Size 
Lognormal 

11MB 25.3MB 

Embedded Object Size 8.2MB 47.3MB 

Number of Embedded 
Object per Page Pareto 7.6 10.4 

File Transferring 
File Size Lognormal 

2MB 700B 

E-Mail 1.3MB 380B 

 

o Session level: A session begins when the user starts an application until being disconnected 

from the network, so once the user arrives at the network, his/her session starts. The session 

duration depends on the service that the user is performing: for VoIP, video streaming/calling 

and web browsing, the session's duration is characterized by the Poisson Distribution; for file 

transfer and email, the session’s duration depends on the data volume that is transferred and 

on the amount of the available RBs in each sub-frame, the Lognormal Distribution being used 
for the data volume. Web browsing packets' size depends on the main object size, embedded 

object size and number of embedded objects per web page. Video packet's size relies on the 
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size and number of packets of a frame and frame rate, while for VoIP it depends on the user's 

active/inactive state duration. 

o Application activity level: The application activity level determines the density of information 

in a service. In this layer, a session is decomposed into the state of being active or inactive. For 

example, a web browsing service is in the active state when a web page is downloading, but 

after that, the session is in an inactive state while the user reads the downloaded page; for VoIP, 
while the user is talking, the session is in the active state, but otherwise, the state is inactive. 

The duration of being in an active or inactive state depends on the service profile. 

o Packet level: The packet level is the basic one of traffic generation, deciding how service 

packets are generated and transferred. Packets’ sizes and inter-arrivals follow a specific 

distribution based on the service profile. 

Figure 4.6 presents the relation between levels: during a session the user sends data (activity level), 

which is then put into packets with intervals between any pair of packets (packet level).  

 

Figure 4.6 – Generic Traffic Source Model (extracted from [HaGB05]). 

• RB allocation: As mentioned in Section 3.3.2, the number of RBs allocated to a user at a given 
time instant is an important parameter that is essential for the estimation of a BBU RCC. A simple 

strategy is used in two steps in order to distribute the available radio resources among active users: 

the amount of RBs that an active user requires at an individual time instant, 	𝑁-	#,GO
-! , is calculated as 

explained in Section 3.7.2; then, the available RBs in the given bandwidth are distributed among 
users according to their requirement and service priority level. 

Radio resources are limited, and total demand may exceed the available RBs at a given time instant, 

therefore, the allocation strategy considers the priority of services: the available RBs are allocated 

to the services with a higher priority level with a guaranteed bit rate, i.e., VoIP and video streaming. 

The allocation is based on the service data rate, and in case there are not enough RBs in a sub-

frame to meet the high prioritized service requirement, the RBs of the subsequent sub-frame will be 

allocated to them. Once higher priority service requirements are met, the remaining RBs in each 

sub-frame are evenly distributed among the other services as needed. Likewise, the following sub-
frames compensate for the shortcomings.  
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 Overview of CVX Solver 

Since the optimization problem defined in this thesis is solved in CVX, this section provides an overview 

of CVX performance. 

CVX is a modelling system for constructing and solving disciplined convex problems. CVX supports 
several standard problem types, including linear, quadratic, second-order cone and semidefinite ones. 

This solver is implemented in MATLAB, effectively turning MATLAB into an optimization modelling 

language. Model specifications are constructed using common MATLAB operations and functions, and 

standard MATLAB code can be freely mixed with these specifications. This combination makes it simple 

to perform the calculations needed to form optimization problems or process the results obtained from 

their solution. 

Within a CVX specification, optimization variables have no numerical value; instead, they are special 

MATLAB objects. This enables MATLAB to distinguish between ordinary commands and CVX objective 
functions and constraints. CVX reads a problem specification and builds an internal representation of 

the optimization problem. If it encounters a violation of disciplined convex programming (such as an 

invalid use of a composition rule or an invalid constraint), an error message is generated. MATLAB 

converts the CVX specification to a canonical form and calls the underlying core solver to solve it. 

If the optimization is successful, the optimization variables declared in the CVX specification are 

converted from objects to ordinary MATLAB numerical values that can be used in any further MATLAB 

calculations. CVX also assigns a few other related MATLAB variables, e.g.: one gives the status of the 
problem, i.e., whether an optimal solution was found, or the problem was determined to be infeasible or 

unbounded; another gives the optimal value of the problem. Dual variables can also be assigned. 

Numerical results of CVX are computed within a predefined precision or tolerance. CVX considers three 

different tolerance levels 𝜖1234%$ ≤ 𝜖1GPL?P$? ≤ 𝜖$%?#'%? when solving a model: 

• The solver tolerance 𝜖1234%$ is the level requested of the solver, and the solver will stop as soon as 

it achieves this level, or until no further progress is possible. 

• The standard tolerance 𝜖1GPL?P$? 	 is the level at which CVX considers the model solved to full 
precision. 

• The reduced tolerance 𝜖$%?#'%? is the level at which CVX considers the model “inaccurately” solved, 

returning a status with the Inaccurate prefix; if this tolerance cannot be achieved, CVX returns Failed 

status, and the values of the variables should not be considered reliable. 

The CVX default values of 	[𝜖1234%$ , 𝜖1GPL?P$? , 𝜖$%?#'%?] are set to	�𝜖[ ]� , 𝜖[ ]� , 	𝜖[ �� �, where 𝜖 = 2.22 × 10�[� 

is the machine precision. These tolerance levels were chosen in this thesis, since they are sufficient for 

most of the applications, including the computing resource allocation in BBU-pool. 

It is also noted that CVX supports several solvers, each with different capabilities, the Embedded Conic 

Solver (ECOS) having been selected in this thesis, which is one of the solvers that relies on a successive 

approximation method that supports geometric problems and models using functions from the 

exponential and logarithm families. 
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 Implementation Flowcharts 

As mentioned before, the simulation is composed of three main modules: traffic generation, RCC 

estimation and resource allocation. Each module's process is explained in detail in what follows.  

Given the simulation interval and simulation starting time, the BBU-pool’s instantaneous load is 
produced by generating any single BBU’s load and RCC in the pool, Figure 4.7. A BBU’s load generation 

is re-called as a subfunction, i.e., the red block, its process being explained in detail in Figure 4.8.  

 

 
Figure 4.7 – The algorithm of traffic simulation. 

 
Figure 4.8 – The algorithm of calculating a BBU’s traffic generation and RCC estimation. 

Given network and user parameters as input, e.g., cell-specific info, traffic mixture, user arrival rate and 

users' average speed, end-users are generated in the first step for 24 hours. In this step, users' 

parameters, i.e., SNR, service type, service duration and arrival time, are initialized according to their 

statistical distributions, Section 4.4.2. After that, load is generated in a loop for all the users who are 

active within the simulation interval, i.e., both the users whose arrival time is within the simulation interval 
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and those whose arrival time is before the simulation starts but their associated session has not ended 

yet. In case there is no user activity within the simulation interval, zero will be returned as the BBU load 

and RCC. The load generation process includes both services’ packet generation and RB allocation, 

which is called as a subfunction, the red block, being explained in Figure 4.9. 

 
 

 
Figure 4.9 – The algorithm of calculating a user’s RB usage. 

As the network simulation's granularity is defined in a 1 ms scale (LTE TTI duration), the users' load 

generation is per millisecond. Summing up the entire users' load, the BBU's total load is achieved and 

the same for RCCs. All the results are stored then in the database. A users' load depends on the service 

being performed. The load generation process follows the traffic model defined in Annex D, which is 

particular for each service. As Figure 4.9 shows, given the user SNR, service type, service duration and 

arrival time as inputs, fed by the previous module, an MCS is assigned to the user in the first step. The 
MCS assignment is based on the user's SNR, as explained in Section 3.7.2. The users' load is generated 
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then according to the service type.  

The load generation granularity for VoIP service is 20 ms, since VoIP transfers its associated packet 

once every 20 ms in LTE (VoLTE); however, the VoIP packet size depends on the ratio of time the user 

is in an active (talking) state, Annex D. The available RBs are allocated to users in accordance with their 

services’ priorities. In case that the total RB demand is higher than the available ones in a given time 

instant, the capacity share of low-priority services is degraded, and their packets are delayed to 
compensate for the resource shortage of high-priority services, Section 4.4.2. Delayed packets are 

processed in the upcoming under-loaded sub-frames. For the other services, the packet size is 

generated randomly based on their given statistical distributions, Annex D. According to the packet size, 

the number of resource blocks required to transfer the packets, 𝑁-	#,GO
-! , is calculated in the next step. 

However, the number of the available RBs bounds the maximum amount of RBs allocated to a user at 

a given time instant. Given the number of user's allocated RBs, 𝑁;3	#,GO
-! , and the user/network 

parameters, the user RCC is calculated in the next step for the current time instant, Section 3.3.2. In 

case the service is file transfer or email, the traffic generation process is finished after the RB allocation. 

The user 𝑢’s instantaneous load and RCC are then returned to the BBU	𝑏’s traffic generation module as 

a result. Instead, a packet inter-arrival time is generated for the other services, and the whole process 

repeats until the simulation or the user session is completed. Once all the BBUs' load and accordingly, 

their RCCs are calculated, results are inserted to a database to be fetched for the resource allocation 

process, Figure 4.8. 

Figure 4.10 shows the resource allocation algorithm. 

 
 

Figure 4.10 – The proposed computing resource allocation algorithm and the model evaluation. 
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Given the BBU-pool’s specific info as inputs, BBUs’ RCCs are fetched from the database in the first 

step. Accordingly, the BBUs’ bargaining powers are calculated based on Section 3.4.3 in the next step. 

Results are then fed to the resource allocation block. In this phase, the optimization problem defined in 

Section 3.4, (3.38), is solved in order to find the optimum computing resource allocation for an individual 

time instant. The solution is achieved by exploiting CVX in MATLAB. Achieved results are then used for 

the metric evaluations, Section 3.5. The whole process repeats for the next time instant and the time 
dependent evaluation metrics are calculated, Section 4.3. 

 Canonical Scenario 

The canonical scenario defined in Section 3.8 is extended here to define a time-varying network for the 

model assessment. The input parameters are summarized in Table 4.3. The number of active users, 

𝑁v,GO
# ,	depend on the user arrival rate and the services’ durations. The user arrival rate follows a mixture 

of Truncated Normal Distributions with the peak hours as 11 AM and 6 PM, the simulation being for 25 
minutes from 6 PM onwards. The average user arrival rate is 155 and 110 users per minute for DL and 

UL, respectively. Considering the user arrival rate, traffic mixture, average service durations and packets 

inter arrival rate, it is expected to have on average 133 and 125 active users per second in DL and UL, 

respectively (for more information on these parameters, one is referred to Section 4.4.2). 

Table 4.3 – Input parameters in canonical scenario.  

BBU Index (𝒃) 
Parameter 

1 2 

User 

# spatial streams	u𝑁.G$	#,GOy 2 
SNR u𝛾#,GO[op]y 19 

User Arrival Rate (𝑅9[qrst BMN⁄ ]
;$$ ) DL: 155, UL:110 

Average mobility speed uυ;4=[TB/�]y 30 
Service (𝑠#9) {VoIP, Video, Web, file transfer, Email} 

Packet volume u𝑉#,GO[p]
+QG y Table 4.2 

Network 
 

Cell Type (𝐶0@+) Micro 
RRH traffic type (𝐻0@+) Residential 

Channel Bandwidth uΔ𝑓!"[fgh]y 20 
Carrier Frequency u𝑓'[fgh]y DL: 2110, UL:1920 

quantization resolution	u𝑄[iMj]y 24 
MIMO Order (𝑁,*,F) 4 × 4 

# BBUs in the BBU-pool,	(𝑁!) 2 
BBU-pool AvCC u𝐶!+	GO[klmn]

;4 y 300 

 

The traffic mixture and service penetration are presented in Table 4.4. VoIP, video streaming, web 

browsing, file transfer and email services are considered in DL, while just VoIP, file transfer and email 
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are assumed for UL; this is due to the fact that video streaming and web browsing can be considered 

as file transfer in UL. The traffic mixture is considered the same for both BBUs. The service penetration 

shows the percentage of users per 24 hours performing that specific service, however, services' volume 

shares are the percentage of RB usage from the total one. Table 4.4 clearly shows that VoIP is the most 

requested service. Although video is the lowest requested service, it holds the highest volume share as 

the video data rate is the highest among all other services, Annex D. The considered user arrival rate 
and services lead to an average of 110 and 155 users in UL and DL, respectively. All users are assumed 

with 19 dB SNR for simplicity. 

Table 4.4 – BBUs’ service penetrations and traffic volume shares in canonical scenario. 

Service UL DL Service 
Weight 

Service Penetration [%] Volume Share [%] 
UL DL UL DL 

    VoIP                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   ü ü 83 68 40 10 2 

Video Streaming  ü 48 - 2 - 57 

Web Browsing  ü 

36 

- 27 - 11 

File Transfer  ü ü 20 24 65 25 

E-mail ü ü 12 7 25 5 

 Simulator Assessment 

The simulator assessment is made in four steps:  

1. analyzing the transitory interval at the beginning of a simulation,  

2. acquiring the runtime of the simulator, 

3. evaluating the traffic generation and comparing the generated samples frequency with their 

associated density functions,  

4. studying the number of simulations that are required in order to have reliable results, 

The assessment results are explained in detail in what follows. 

 Analysis of the Simulator’s Transitory Interval 

The simulator's transitory interval is evaluated in this section, based on the canonical scenario previously 

defined. The analyzed parameters are: BBUs' RB efficiency, RCC, AlCC and the evaluation metrics 

defined in Section 4.3, i.e., average of BBUs' fulfilment levels, resource allocations' efficiency and 

resource usage. Although two BBUs are considered in the BBU-pool, the results are presented for only 

one of them, since the simulator's behavior is identical for both. 

As mentioned earlier, users' arrival time and related service durations are generated randomly at the 
beginning of the simulation. The simulator initially considers users who enter the network during the 

simulation period. It also targets the users who have entered before and are still active when the 
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simulation starts. Therefore, irrelevant to the simulation's time, the network behavior is maintained in 

just a few milliseconds after the simulation starts. The number of active users per second for one of the 

BBUs is presented in Figure 4.11, where 138 and 123 average users per second are active in DL and 

UL in the BBU, which is coherent with the expected number mentioned in Section 4.5.  

 

  
(a) DL (b) UL 

Figure 4.11 – Number of active users per second.  

Figure 4.12 and Figure 4.13 present the RB efficiency per millisecond and per second, respectively, for 
the same BBU, confirming that it has a similar behavior in relation to the average value, from the 

beginning and over time. 

 

  
(a) DL (b) UL 

Figure 4.12 – RB efficiency of a BBU per millisecond.  

  
(a) DL (b) UL 
Figure 4.13 – Average RB efficiency of a BBU per second. 
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On the other hand, Figure 4.14 shows the average RB efficiency per second of the BBU in various 

simulations with different durations, where one can see that it changes slightly for the simulations with 

less than 200 s, but it remains almost constant for simulations with more than 200 s. 

  
(a) DL (b) UL 

Figure 4.14 – Average RB efficiency for different simulation intervals. 

The figures related to the other considered parameters are presented in Annex E. It can be observed 
that the network behavior is maintained just after some milliseconds, and that all parameters have similar 

behavior in relation to the average value, at the beginning and over time. The simulator interval is 

analyzed based on the relative deviation percentage given by 

∆[%]=
Â𝑋P>$2R − 𝑋$%&Â

𝑋$%&  (4.11) 

where: 

• 𝑋P>$2R: value of parameter 𝑋, 

• 𝑋$%&:  reference value of parameter 𝑋. 

The relative deviation for each of 𝑛 millisecond simulations is achieved by comparing 𝑋P>$2R with the 

average of all values collected for the total set of simulations as 𝑋$%&. The results are presented in detail 

in Annex E, where it can be observed that the relative deviation is less than or of the order of 0.03% for 
the simulations more than 200 s. Therefore, 200 s can be considered as the simulator transitory interval, 

and this initial time interval was not considered for algorithms assessment. 

 Runtime of the Simulator 

In this subsection, the runtime of the simulator is studied. All simulations were performed on a desktop 

Personal Computer (PC) with a two-core Intel® Core™ i3-4150 3.50 GHz processor and 8 GB of 

memory. The implementation contains 3 000 lines of MATLAB code, of which about half are comments. 
While evaluating the simulator's speed, the MATLAB priority is high on the windows operating system. 

As mentioned before, the simulation contains three main steps: traffic generation, RCC estimation and 

resource allocation. The simulator’s runtime is not equal for all services’ traffic generation and depends 

on the traffic mixture, due to the variety of packets arrival rates and volumes, e.g., more packets are 

generated for video and its volumes are larger than in other services, hence, the runtime is longer. 

On the other hand, in the resource allocation step, the simulator exploits CVX as a modelling system for 
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constructing and solving convex problems. Exploiting ECOS as the solver in CVX and tuning the solver's 

solution tolerance to	𝜖[ ��  allow converging to the optimal solution faster while an acceptable precision is 

achieved. The computing resource allocation is executed once in a millisecond in accordance with the 

granularity of the network simulation. In general, the simulator takes 36 ms on average to find the optimal 

solution, (3.38), once. 

Table 4.5 lists the simulators’ average runtime for simulating one network minute in the canonical 

scenario defined in Section 4.5. For comparison, Table 4.5 also shows the simulator’s runtime if the 

number of active users increases three times, being seen that the simulator takes 21 minutes on average 
to simulate one network minute traffic for an individual BBU, but by tripling the number of users, the 

simulator takes five times longer. 

Table 4.5 – Average duration of the simulator’s runtime for one network minute simulation per BBU. 

  Average duration of the simulator’s runtime [min] 

Average number of 
active users per 
minute (UL+DL) 

Traffic 
mixture 

Traffic generation and RCC 
estimation phase 

Resource allocation 
phase  Total 

800 
Table 4.4 

21 
36 

57 

2400 110 146 
 

Figure 4.15 presents the simulator’s runtime related to the simulation interval for the same scenario, 

showing that runtime increases almost linearly with the increment of the simulation interval, the reason 

being that after the one-minute simulation, results are saved in the hard disc and memory is released. 
 

 
Figure 4.15 – Average duration to simulate one network minute per BBU in the canonical 

scenario. 

The results confirm that it would be impractical to capture the long-time network behavior due to the 

long simulation runtime. However, since the simulator's transitory interval is 200 s, Section 4.6.1, and 

the most extended service takes on average seven minutes in defined scenarios, one can say that a 
ten-minutes simulation interval is enough to evaluate the model performance with desired accuracy. 
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 Traffic Simulation 

As described in Section 4.4, traffic is generated considering session, activity and packet levels. 

Figure 4.16 shows the traffic that a user generates per millisecond in the canonical scenario, 

Section 4.5, together with the RB efficiency for five kinds of services, i.e., VoIP, video streaming, web 
browsing, file transfer and email. The traffic behavior depends on the service’s traffic model described 

in Annex C. The VoIP RB usage is in every 20 ms, and for the video service 14 packets arrive at the 

network every 100 ms, each with a randomly generated inter-arrival time. On the other hand, once the 

packet of web browsing, file transfer or email services arrive, the entire available bandwidth is allocated 

to it until the whole packet is transferred. 

 
Figure 4.16 – Generated traffic for a single user. 

The simulator's behavior is further studied by analyzing the generated samples' frequency. To this end, 

35 simulations were observed, each with a 10-minute duration; and the PDF of any set of the generated 

samples was compared with the given PDF, in Annex D. It is noticed that a 10-minutes simulation is 

large enough to evaluate the simulator's behavior, as the network RB efficiency is stable after 200 s. 

Figure 4.17 shows the given PDF for the file size in the file transfer service as an example. As explained 

in Annex D, a Truncated Lognormal Distribution is used to generate the samples with the mean and 

standard deviation of 1.996 and 0.7, respectively. The frequency and size of 40 random generated 

variables are presented in Figure 4.18. The mean value of the generated variables and their standard 

deviation are 1.989 and 0.69, respectively. 

 
Figure 4.17 – PDF of the file size in file transfer. 
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(a) Samples frequency (b) Samples size 

Figure 4.18 – Generated samples for the file size in file transfer service. 

The mean and standard deviation of generated samples are compared with the theoretic ones in the 

given PDF to check the sample's validity. To this end, the means and the standard deviations of the 
samples in 35 simulations were obtained. The average of the obtained values was compared with the 

theoretic mean and standard deviation of the associated PDFs. The validation of the samples is done 

in two steps. In the first step, a comparison between the samples' mean/standard deviation and the 

theoretic ones is made by using a one-sample t-test; the comparison mentioned above is valid since the 

number of generated samples is large enough, i.e., more than 20, and the samples are independent 

and continuous. The null hypothesis in the test assumes there is no difference between the theoretic 

mean/standard deviation and the average of 35 simulations mean/standard deviation. The purpose of 

the one-sample t-test is to check if the null hypothesis is rejected.  

Using MATLAB and applying one-sample t-test, the null hypothesis is rejected for none of the sample 

sets at the significance level of 5%, therefore, the average mean/standard deviation of the generated 

samples is statistically indistinguishable with the given PDFs mean/standard deviation. Results are listed 

in Table 4.6 and Table 4.7 for the file transfer service. 

Table 4.6 – The average mean of generated samples in comparison with the theoretic mean. 

Theoretic 
Mean 

Avg. of 35 Simulations 
Mean Null Hypothesis Result  

(at significant level of 𝟓%) 

1.996 1.989 Avg. of 35 simulations’ 
mean is equal to theoretic mean 

Null hypothesis 
cannot be rejected 

Table 4.7 – The average standard deviation of generated samples related to the theoretic one. 

Theoretic Standard 
Deviation 

Avg. of 35 Simulations 
Standard Deviation  Null Hypothesis Result (at significant 

level of 𝟓%) 

0.7 0.69 
Avg. of 35 simulations’ 

standard deviation is equal to 
theoretic standard deviation 

Null hypothesis 
cannot be rejected 

 
In the next step, the generated samples are analyzed based on the relative deviation percentage (4.11). 

The randomly generated samples’ standard deviation and mean, as the approximated values, 𝑋P>$2R, 

are compared with the theoretic standard deviation and mean of the given PDF, as reference values, 

𝑋$%&. The results are presented in detail in Annex F. The average of the relative deviation is less than 
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0.2% for all parameters, which is considered an acceptable accuracy for the generated samples, hence, 

one can say that all simulator’s generated samples follow their associated PDF as listed in Annex D. 

 Sensitivity Analysis on the Number of Simulations 

In this subsection, the sensitivity of results is analyzed relative to the number of simulations. To this end, 
25 simulations have been performed, each with a 3-minute duration after the initial transitory interval of 

200 s, output parameters being taken every millisecond. For each run, the generation of random values 

is done according to a different seed, affecting the values of the following input variables: 

• Number of active users, 𝑁9 , 

• Packet volume, 	𝑉+QG, 

• User’s SNR, 	𝛾. 

The other input parameters of Table 4.3 are fixed in each simulation. Section E.2 contains the output 

parameters depicted as a function of the number of simulations. It can be observed that most of the 
average values are almost constant, independently of the number of simulations. The average of BBU’s 

RB efficiency and fulfilment level are presented in Figure 4.19 and Figure 4.20, as examples.  

 

  
(c) DL (d) UL 

Figure 4.19 – Average of RB efficiency for different number of simulations. 

 
Figure 4.20 – Average of the BBU fulfillment level for different number of simulations. 

In order to quantify the observations, the deviation percentage relative to the average of all values 

obtained for the simulations is computed from (4.11), where 𝑋P>$2R is considered as the value of 

parameter 𝑋 for 𝑛 simulations, results being listed in Annex E. It can be observed that, for the analyzed 

parameters, the relative deviation of the average values is less than or equal to 0.1%. In conclusion, 

one can say that one simulation is enough to obtain values with the desired accuracy.
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Chapter 5 

5 Reference Scenario 

and Corresponding Results 

This chapter aims to analyze the proposed computing resource allocation model's performance in terms 

of the BBU fulfilment level, resource allocation efficiency, fairness and resource usage. To this end, a 

reference scenario is characterized first in Section 5.1. BBUs’ real-time demands are estimated, and 

optimal resource allocations are achieved. Accordingly, the evaluation metrics are assessed for one 
snapshot of the network and for time-varying traffic in Section 5.2 and Section 5.3, respectively. 
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 Reference scenario 

In order to evaluate the performance of the proposed computing resource management model, a 

reference scenario is defined in this section. An overall view of the scenario in depicted in Figure 5.1. 

 
Figure 5.1 – Reference scenario. 

Although a BBU-pool can host a diverse number of BBUs, [WRBL14], for clarity, however, the operating 

scenario includes 4 micro-cell RRHs in a residential area and other 3 in a business one. The RRHs are 

driven by 7 instances of BBUs, co-located in a single BBU-pool, where each BBU instance in the pool 

is associated with a single RRH. All BSs are configured with channel bandwidths of 100 MHz, 24-bit 

quantization resolution and support for 8×8 MIMO. 

On the user side, terminals are assumed to have 8 spatial streams, enabling to have the optimum MIMO 

utilization. Users are outdoor with the average speed of 30 km/h, being distributed uniformly over the 

whole area. The user’s SNR is represented by a random variable taken uniformly in [1, 35] dB at each 
time instant; accordingly, the modulation and coding ratio for a user is extracted from [3GPP17]. One 

should note that 1024 QAM is assumed to be the highest modulation offered by the network, leading to 

a BBU peak RCC of 12 TOPS for the proposed scenario, based on (3.19). To generate traffic demand, 

an attempt has been done to emulate a typical day of operation in cellular networks, the user arrival rate 

following the distributions presented in Section 4.4.2; however, due to hardware limitations, this resulted 

in a too long simulation time, hence, only 10 minutes of network time was simulated, starting at 6 PM 

(one of the peaks), with a time granularity of 1 ms. The average arrival rate is 140 and 883 users per 

minute in UL and 195 and 1243 users in DL for business and residential areas, respectively. The 
aforementioned network/user parameters that are required for BBUs’ RCC estimations based on (3.11) 

and (3.15) are summarized in Table 5.1. 

21 TOPS 

Server 

BBU 
VM 
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Table 5.1 – Input parameters in reference scenario.  

RRH Traffic Type  
(𝑯𝑻𝒀𝑷)	 

Parameter 
Business  Residential 

# Spatial Streams	u𝑵𝑺𝒕𝒓	𝒖,𝒕𝒌y 8 

SNR u𝜸𝒖,𝒕𝒌[𝐝𝐁]y Uniform [1,35] 

User Arrival Rate (𝑹𝑼[𝐮𝐬𝐞𝐫 𝐦𝐢𝐧⁄ ]
𝑨𝒓𝒓 ) UL:140, DL:195  UL:883, DL:1243 

Average Mobility Speed  u𝛖𝑨𝒗𝒈[𝐤𝐦/𝐡]y 30 

Service (𝒔𝒖𝑼) {VoIP, video streaming, video calling, web browsing, file 
transfer, email} 

Packet Volume u𝑽[𝐁]𝑷𝒌𝒕y Table 5.3 

Cell Type (𝑪𝑻𝒀𝑷) Micro 

Channel Bandwidth u𝚫𝒇𝑩𝑾[𝐌𝐇𝐳]y 100 

Quantization Resolution	u𝑸[𝐛𝐢𝐭]y 24 

MIMO Order (𝑵𝑴𝑰𝑴𝑶) 8 × 8 

# BBUs in the BBU-Pool	(𝑵𝑩) 7 

BBU-Pool AvCC  u𝑪𝑩𝑷	𝒕𝒌[𝐓𝐎𝐏𝐒]
𝑨𝒗 y 17.5 

 

The simulation includes a combination of heterogeneous services, i.e., VoIP, video calling/streaming, 

file transfer, email and web browsing. These 5 types of services were chosen according to the estimation 

that, until 2025, more than 90% of mobile traffic will be composed of the proposed service mix [Cerw20] 
(social networking and software down- and upload are considered as file transfer). Table 5.2 lists the 

achieved service weights based on (3.30) together with the link, i.e., UL or DL: VoIP and Video calling 

are simultaneous in both UP and DL; the other services can also be performed in both links but not 

simultaneously, but since video streaming and web browsing are usually in DL, they are considered as 

file transfer in UL. 

Table 5.2 – Service Weights. 

Service DL UL Service Weight 
VoIP ü ü 83 

Video Streaming ü - 48 
Video Calling ü ü 59 
Web Browsing ü - 

36 File Transfer ü ü 
E-mail ü ü 

 

For simplicity, it is assumed that users request only one type of service at a time. Service durations are 

randomly generated for VoIP, video calling/streaming and web browsing, based on a Poisson 
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Distribution with the mean values of 120 s, 300 s and 420 s, respectively. File transfer and email service 

durations, however, rely on the user file size and network data rate. Moreover, traffic generation is done 

at the packet level, where packet size and flow are characterized by stochastic models defined 

exclusively for each service [NGMN08]. According to the user modulation and coding ratio, the number 

of RBs that are required to transfer the generated packet is extracted from [3GPP17]. The service 

characteristics, e.g., the service duration and the packet volume, are summarized in Table 5.3 (for more 
details one is referred to Annex D).  

Table 5.3 – Service characteristics. 

Service Service Parameter Distribution Mean Standard Deviation 

VoIP 
Packet Inter-Arrival Time Deterministic 20ms - 

Duration Poisson 120s 11s 

Video 
Frame Packets Inter-Arrival Time  Pareto 6.1ms 3.6ms 

Duration Poisson 300s 17.3s 
Packet Volume Pareto 1.3MB 257B 

Web 
Browsing 

Packet 
Inter-Arrival 

Time 

Reading Time 
Exponential 

30s 

Parsing Time 130ms 

Duration Poisson 420s 20.5s 

Packet 
Volume 

Main Object Size 
Lognormal 

11MB 25.3MB 
Embedded Object Size 8.2MB 47.3MB 
Number of Embedded 

Object per Page Pareto 7.6 10.4 

File 
Transferring File Size Lognormal 

2MB 700B 

E-Mail 1.3MB 380B 

 

The service penetration per cell, i.e., the percentage of the users per 24 hours that are using a specific 

service is summarized in Table 5.4, profiles with a dominance of VoIP (V) or File transfer (F) and Mixed 

without dominance (M) being used. The service penetration in Table 5.4 was designed so that each 
BBU has a different type of service as the highest ratio of running service, so that one can analyze 

model performance in allocating resources based on service priorities. The BBUs might serve RRHs 

being in a Residential (R) or Business (B) areas. BBU names in Table 5.4 denote both the area location 

and service dominance: 

• RV: Residential area with VoIP dominance, 

• BV: Business area with VoIP dominance, 

• RF: Residential area with File transfer dominance,  

• BF: Business area with File transfer dominance, 

• RM1/RM2: Residential area without service dominance (Mix) (area location and traffic mixture 
are considered the same for these BBUs, the goal being to analyze the model behavior for BBUs 

with equal conditions), 

• BM: Business area without service dominance (Mix). 
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Table 5.4 – Service penetration of the BBUs in reference scenario. 

Service ID 

Service Penetration [%] / BBU Index (𝒃) 
VoIP dominance 

(RV, BV) 
File transfer 

dominance (RF, BF) 
Without service dominance  

(RM1, RM2, BM) 
DL UL DL UL DL UL 

VoIP 60 71 2 3 15 18 
Video Calling 1 1 1 1 1 1 
Video Streaming 1 - 1 - 1 - 
File Transfer 22 26 80 94 67 79 
E-mail 2 2 2 2 2 2 
Web Browsing 14 - 14 - 14 - 

 

The traffic volume shares per BBU being generated by given service penetration are summarized in 

Table 5.5. The volume shares of services are the percentage of the RB request from the total available 

ones. Given the number of the packets per user per second, the packet volumes in MB (being generated 
randomly) and the user SNR (also being generated randomly), the number of the required RBs are 

specified. Traffic simulation and implementations have already been explained in detail in Section 4.4.4. 

Table 5.5 – Traffic volume share of the BBUs in reference scenario. 

Service ID 
Traffic Volume Share [%] / BBU Index	(𝒃) 

RM1, RM2, BM RV, BV RF, BF 
DL UL DL UL DL UL 

VoIP 0.5 1 3 6 0.1 0.1 

Video Streaming 21 - 32 - 19 - 

Video Calling 21 25 32 47 19 22 
Web Browsing 4 - 8 - 4 - 
File Transfer 52.5 73 26 46 56.9 76.9 

E-mail 1 1 1 1 1 1 
 

The deployed computing capacity of the BBU-pool is assumed to be 21 TOPS, based on its average 

RCC in the peak hours for the defined scenario, from which 83% (17.5 TOPS) is assumed to be the 

maximum resources that all BBUs are allowed to utilize for signal processing, in order to avoid data-

center saturation, and the rest remaining for the other functionalities of BBU-pool.  

In what follows, the BBUs’ RCCs are estimated, and the BBUs’ bargaining powers are calculated as the 

first step of the proposed resource management model. Afterwards, the optimal resource allocation is 

found and the performance metrics, defined in Section 3.6 and Section 4.3, are evaluated, accordingly. 
To have a closer look at the model’s performance, one time instant (selected arbitrarily) is taken at first, 

and then the performance of the model is evaluated over time for the 10 minutes of the simulated 

network traffic. 
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 Time Instant Analysis 

In order to evaluate the proposed model’s performance in more detail, a single snapshot of the network 

is taken in this section and the evaluation metrics are assessed accordingly. Traffic demands are 

evaluated as the first step of the proposed resource management model, and the optimal solution for 

resource allocation are achieved afterwards, the model’s performance being assessed, accordingly. 

Results in the values of RCC, the average weight of active services, minimum guaranteed computing 

capacity and bargaining power per BBU are listed in Table 5.6. The presented RCCs show the 
computing demands of active users at the taken snapshot, wherein BBUs are sorted by demand, i.e., 

from the lowest to the highest one. Since the simulation is at the packet level, a user is counted active 

in a given time instant if s/he is transmitting a packet at that time. However, packet transmission is not 

continuous (the packet inter-arrival time is variable, depending on the type of the service, Annex D), 

hence, a user may not transmit a packet at a specific time instant and being counted inactive while s/he 

still has an active session, Figure 4.6. This is the reason why the BBU demands presented in Table 5.6 

do not follow exactly the traffic pattern listed in Table 5.5 (e.g., estimated RCCs for BBUs RM1, RM2 
are not the same, even though both of them have the same user arrival rate and traffic volume share). 

Table 5.6 – BBUs’ RCC, average weight of active services, minimum guaranteed AlCC and BP at 𝑡Q. 

BBU Index (𝒃) BM BF BV RF RM2 RM1 RV 

𝑪𝒃,𝒕𝒌[𝐓𝐎𝐏𝐒]
𝑹  0.06 1.17 1.33 3.15 3.54 5.45 10.3 

𝑪𝒃,𝒕𝒌[𝐆𝐎𝐏𝐒]
𝑹𝐦𝐢𝐧  20.5 95.37 51.54 141.82 97.11 159.97 147.23 

𝒘𝒃,𝒕𝒌
𝑺𝑹𝑽QQQQQQQ 55.00 45.00 71.20 56.00 69.37 64.74 76.10 

𝑩𝒃,𝒕𝒌[%] 0.13 2.91 5.47 10.14 14.35 20.57 46.44 
 

Table 5.6 presents a higher RCC for residential BBUs compared to business ones, since the chosen 

scenario has a residential peak traffic demand leading to a higher number of active users, hence, a 

higher RCC for serving BBUs. The table also shows that the BBUs RV and BV have higher average of 

service weight, since the majority of their services are VoIP (the most top service priority). On the 

opposite, the BBU BF, with no VoIP, has the lowest average weight. Moreover, since BBU bargaining 

powers are combinations of both BBU demands and average weights of active services, one can see 
that BBU RV with both the highest weight and RCC has also the highest bargaining powers among all. 

Once BBU demands are estimated, results are fed to the next step in order to find the optimal resources 

allocation. Figure 5.2 shows BBU AlCCs in comparison with their RCCs. Although none of the BBU 

demands can be fully met due to the resource shortage, the minimum guaranteed computing capacity 

i.e., 𝐶v,GO
-()*, are provided for all BBUs. Once the allocator assigns 𝐶v,GO

-()* to BBUs, it distributes the rest of 

the available resources among the BBUs with respect to the priority of each one, i.e., BBU bargaining 

powers. BBUs with higher bargaining powers are allocated with more resources while none of their 

AlCCs exceed their demands. 
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Figure 5.2 – BBU AlCCs vs. RCCs. 

Comparing BBUs’ fulfilment levels, Figure 5.3, also confirms that the resource allocator takes priority of 

active services into account while distributing resource among BBUs. Regardless of the BBUs’ 

requirements, all their demands are fulfilled proportionally to the average weight of their active services. 

BBUs RV and BV’s demands are fulfilled more than the other BBUs, since their active services have the 

highest average weight and hence the highest priority. It is also evident that although the demand of 

BBU BV is much less than the BBU RF ones, its fulfilment level is much higher for the same reason. 
Results confirm that the resource allocation is 100% fair, fairness being defined as the closeness of 

fulfilment level of BBUs to the weight of their ongoing services, (3.42). 

 

 
Figure 5.3 – BBU fulfilment levels vs. average of the service weights. 

Moreover, since total demand, i.e., 21 TOPS, at the taken time instant is higher than the BBU-pool 

AvCC, i.e., 17.5 TOPS, the allocator assigns the available resources to BBUs entirely, leading to 83% 

usage of existing resources (17% being preserved for signaling overhead and saturation prevention). 

Full use of available resources also leads to the allocation efficiency being 82% higher than the 
traditional approaches, which assign resources to the BSs statically based on their peak demands. BBU-

pool evaluation metrics are summarized in Table 5.7. 

Table 5.7 – Evaluation metrics at 𝑡Q. 
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 Time Dependence Analysis  

This section addresses the performance of the proposed resources allocation model over time-varying 

traffic and demand. BBUs’ RCC are estimated for each time instant separately and optimal resources 

allocations are achieved. Accordingly, the performance metrics defined in Section 4.3 are assessed. 

Following the model described in Chapter 4, the average of BBUs’ RCCs, bargaining powers, ongoing 

service weights and minimum guaranteed RCCs are computed for 10-minutes of simulated network 

traffic. Simulation results are shown in Figure 5.4, where BBUs are sorted by demand, i.e., from the 
lowest to the highest one.  

 
Median          Mean              25%-75%                0%-100% 

 

 

  
(a) BBU RCCs (b) BBU BPs 

  

(c) BBU service weights (d) BBU minimum guaranteed RCCs 

Figure 5.4 – Average of BBU RCCs, bargaining powers, service weights, minimum guaranteed RCCs 

and number of active users within simulation interval. 

Figure 5.4(a) presents a higher RCC for residential BBUs compared to business ones, since the chosen 

scenario has a residential peak traffic demand leading to a higher number of active users, hence, a 
higher RCC for serving BBUs. For the same reason, the minimum guaranteed RCC of BBUs follows a 

similar pattern, Figure 5.4(d); the values are relatively smaller, since the minimum guaranteed RCC 

accounts only for the CP processing steps’ demands. 
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Regardless of the RRH type, simulation results show a reasonably equal average service weights for 

BBUs with the same traffic mixture, Figure 5.4(c). In addition, since VoIP has the highest service weight, 

BBUs RV and BV, with the highest proportion of VoIP, have the highest average among all other BBUs. 

Despite the same average of service weights, BBU RV has a bargaining power higher than the BBU BV 

one, Figure 5.4(b), which is due to the fact that it is a function of both service weights and RCC, thus, 

an unequal RCC may lead to different BBU bargaining powers. 

Given BBUs’ RCCs, minimum guaranteed RCCs and the average weight of ongoing services as inputs, 

the allocator calculates BBUs’ bargaining powers and distributes the BBU-pool AvCC among BBUs 

proportional to their bargaining powers so that resource utilization is maximized. Figure 5.5 shows the 

total AlCC of the BBU-pool in comparison with its RCC per millisecond, the total amount of the allocated 

resources never exceeding the available ones (17.5 TOPS), since 100% of the available resources are 

used in bottlenecks. In contrast, when the total demand is less than the BBU-pool’s AvCC, resource 

allocation is bounded by the amount that is required, the rest of resources being remained available. 

 

 
Figure 5.5 – BBU-pool total AlCCs vs. its total RCCs per millisecond.  

Figure 5.6 compares BBUs’ AlCCs with their RCCs, over the 10 minutes simulated network traffic. The 

allocator assigns the minimum guaranteed resources, 𝐶v,GO
-()* , to each BBU and distributes the remaining 

resources proportionally to their user processing requirements, 𝐶9	v,GO
- , therefore, the allocation follows 

a pattern similar to BBUs’ demands. BBUs in the residential area, with higher demands, receive more 

resources than in business ones; moreover, BBU RF and BF receive the highest and the lowest 

resources, since they have the highest and the lowest demand among all BBUs, respectively. 
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Figure 5.6 – BBU AlCCs vs. RCCs. 

The difference between BBUs’ RCC and their AlCC in Figure 5.6, stems from two facts: due to the 

dynamicity of the network, BBUs’ demands fluctuate over time, hence, there are time instants that the 

BBU-pool’s total demand exceeds the available resources, and BBUs’ AlCCs are less than their RCCs 

due to the resource shortage; since the allocator takes QoS, hence, service priorities, into account, while 

distributing resources among the BBUs, it assigns more (less) resources to BBUs with higher (lower) 

average service weights. 

The consideration of priority of active services is more apparent by comparing the fulfilment level of 
BBUs in Figure 5.7. BBUs with higher service priorities have higher fulfilment levels. One can see the 

effect of service priority by comparing BBUs RF and BV: although the RCC of RF is much higher than 

BV’s, Figure 5.4(a), its fulfilment level is smaller than BV, since it has a lower average of ongoing service 

weight, Figure 5.4(c). Moreover, BBUs RV and BV have the highest fulfilment level among all, as their 

services have the highest weights on average. 

 

 
Figure 5.7 – BBU AlCCs vs. RCCs. 

The values for BBUs’ fulfilment levels are the result of using 66% of the existing average resources, 

Table 5.8. Resource usage can vary in the range of [0, 83] % in general, depending on the available 

resources being fully used or not (17% of the existing resources are preserved for signaling overhead 
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and saturation prevention). Because of the load fluctuations, the BBU-pool’s total demand may be less, 

equal, or more than the BBU-pool’s AvCC at a given time instant. The available resources are entirely 

used if they are less or equal than the total demand, otherwise, they remain idle since the allocator 

bounds the BBUs’ assigned resources to their demand, due to the allocation strategy. 

Table 5.8 – Evaluation metrics at 𝑡Q. 

 Mean 
[%] 

Standard 
Deviation [%] 

Minimum 
[%] 

First 
Quartile [%] 

Median 
[%] 

Third 
Quartile [%] 

Maximum 
[%] 

𝑈𝑡𝑘 66 21 2 45 82 83 
𝜂𝑡𝑘 84 5 80 89 99 

 

The efficiency of the proposed computing resource management model is also presented in Table 5.8, 

showing that it is 84% more efficient than the fixed resource provisioning based on the peak traffic 
demands. The minimum efficiency never drops below 80%, which stems from the fact that the peak 

amount that the proposed resource management model allocates to the BBUs, i.e., 17.5 TOPS, is 80% 

less than the fixed amount that the traditional approaches assign to them, i.e., 12 TOPS.  

The results presented in this chapter confirm that the proposed model can efficiently manage the 

available resources of the BBU-pool in congestions. In these cases, 100% of resources are used and 

resources provided to the BBUs are consistent with their real-time demands and proportional to the 

priority of ongoing services, meaning that the model considers QoS while distributing resources among 
BBUs. Results also confirm that resource provisioning is 100% fair, fairness indicating closeness of the 

proportion of BBU AlCCs to the average priority level of their ongoing services. In the next chapter, the 

effect of the model’s input parameters variation on its performance is assessed. 
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Chapter 6 

6 Scenarios and 

Analysis of Results 

This chapter compares the performance of the proposed resource allocation model with other resource 

allocation schemes. Moreover, the effect of the model’s input parameters variation on its performance 

is analyzed. Section 6.1 presents an overview of the chapter. The comparison of the model’s 

performance with equal and demand proportional resource allocations schemes is presented in 
Section 6.2. Section 6.3 and Section 6.4 analyze the effect of BBU-pool available computing capacity 

variation and user arrival rate variations on the model’s performance, respectively. 
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 Overview 

The proposed resource allocation scheme's performance is compared in this section with two other 

resource provisioning strategies, namely EAS and DAS (defined in Section 3.5). To this end, the 

reference scenario in Section 5.1 is considered and the resource allocation phase is repeated for each 

allocation scheme separately; the evaluation metrics are being assessed afterwards. 

The effect of the input parameters on the proposed model’s performance is also assessed in this 

chapter. To this end, a series of new scenarios are considered over the reference scenario (defined in 
Section 5.1) by varying a set of relevant input parameters of the computing resource allocation module 

(Figure 4.2) as follows:  

• BBU-pool’s AvCC variation: As one of the inputs of the computing resource management module, 

the effect of the BBU-pool’s computing capacity on the proposed model’s performance is assessed 

by varying its AvCC within [0.4, 83] TOPS, which is equivalent to the BBU-pool’s existing resources 

being varied within [0.5, 99] TOPS (17% of the resources are preserved to prevent saturation). 

• BBUs’ RCCs variation: In order to assess the effect of BBU demands on the proposed model’s 

efficiency, different hours of the day (which leads to different rates of user arrivals) are considered, 

Table 6.1. Due to the user arrival rate variation during the day, BBUs’ RCCs fluctuates, which leads 

to the variation of RB efficiency, 𝜂-! ,	 in on/off-peak hours; this is an input parameter to the RCC 
estimation module, Figure 4.1, which is significant on the complexity of a BBU signal processing, 

(3.11) and (3.15), therefore, its fluctuation leads to RCC variations. Since the ultimate goal is to 

assess the effect of BBUs’ RCCs variation on the proposed resource allocation model, there is no 

difference on which input parameter on the RCC estimation is selected to be changed. 

By variation of a BBU’s RCC, its minimum guaranteed RCC, which is another input parameter to the 

resource allocation module, is also fluctuating. Moreover, variations of BBUs’ service weights are not 

evaluated separately, since different service mixtures are considered for the BBUs in the reference 
scenario, enabling the assessment of the effect of service weights on a BBU’s allocated resources. 

Table 6.1 summarizes the scenario road map. 

The outputs (evaluation metrics) considered for model assessment are the ones defined in Section 3.6, 

for one time instant, namely: 

• BBU fulfilment level, 

• fairness index, 

• efficiency of dynamic resource allocation,  

• resource usage, 

and in Section 4.3, for time-varying demands, namely: 

• average BBU fulfilment level,  

• average efficiency of dynamic resource allocation, 

• average resource usage. 
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Table 6.1 – Simulation and the input parameters value that are considered to be changed. 

Input Parameter Effecting Reference Scenario Values 

𝑪𝑩𝑷	𝒕𝒌[𝐓𝐎𝐏𝐒]
𝑨𝒗  

(𝑪𝑩𝑷[𝐓𝐎𝐏𝐒]) 
BBU-pool’s 
Capacity 

17.5 
(21) 

[0.4, 83] 
( [0.5,100] ) 

𝑹𝑼[𝐮𝐬𝐞𝐫𝐦𝐢𝐧]
𝑨𝒓𝒓  

 

Residential 
areas 

BBUs’ 
RCCs 

{DL:1243, UL: 883} 
(06:00PM) 

{DL:    15,      UL:   11 }  (03:00AM) 
{DL:  368,      UL: 260 }  (08:00AM) 
{DL:  455,      UL: 323 }  (11:00AM) 
{DL:  373,      UL: 268 }  (01:00PM) 
{DL:  668,      UL: 475 }  (03:00PM) 
{DL:  113,      UL:   80 }  (11:00PM) 

Business 
areas 

{DL:195, UL: 140} 
(06:00PM) 

{DL:      0.25, UL:     0.13} (03:00AM) 
{DL:  258,      UL: 183     } (08:00AM) 
{DL:1350,      UL: 958     } (11:00AM)  
{DL:1180,      UL: 838     } (01:00PM) 
{DL:1375,      UL: 978     } (03:00PM) 
{DL:      0.25, UL:     0.13} (11:00PM) 

 

The rest of the chapter is organized as follows. Section 6.2,  compares the proposed QoS demand aware 

computing resource management scheme with the equal and demand proportional allocation schemes. 

The effect of BBU-pool’s AvCC variation is assessed for both a given time instant and time-varying traffic 

demands in Section 6.3, and Section 6.4 analyses the impact of demand, i.e., user arrival rate variations. 

 Comparison among Different Allocation Schemes 

This subsection compares the performance of the proposed model, QDAS, with the two other reference 

ones, EAS and DAS. To this end, the resource allocation phase is repeated for each of the allocation 

schemes separately over 10 minutes of simulated network traffic and the evaluation is done accordingly. 

The maximum resources that all BBUs are allowed to utilize in all experiments is 83%, in order to avoid 

data-center saturation. The results are narrowed down only to the bottlenecks. The goal is to evaluate 

the proposed model’s performance compared to the other allocation schemes in congestions when total 

demand in the BBU-pool exceeds the available capacity. 

The comparison is done considering all the evaluation metrics defined in Section 4.3 except the 

allocation efficiency. In bottlenecks, all mentioned schemes allocate 100% of available resources to 

BBUs due to their allocation strategies. As a result, efficiency does not vary remaining at 80%, which 

stems from the fact that the peak amount that the proposed resource management schemes allocate to 

BBUs, i.e., 17.5 TOPS, is 80% of the fixed amount that the traditional approaches assign, i.e., 12 TOPS. 
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Figure 6.1 compares BBUs’ AlCCs in the three allocation schemes. EAS allocates resources equally 

among BBUs, regardless of service priorities or BBU demands. Although EAS is a fast resource 

allocation scheme without too much complexity, it leads to a waste of resources if the BBU demand is 

less than its share. In such cases, some allocated resources are unused while a neighboring BBU may 

experience shortage. In contrast, DAS takes real-time demand of BBUs into account, allocating the 

minimum guaranteed resources, 𝐶v,GO
-()* , to each BBU and distributing the remaining resources 

proportionally to their user processing requirements, 𝐶9	v,GO
- ; as a result, no BBU encounters a resource 

shortage in this scheme, while its neighboring BBUs are underutilized. For the same reason, as 
presented in Figure 6.1, BBUs in the residential area, with higher demands, receive more resources 

than in business ones; moreover, BBUs RF and BF receive the highest and the lowest number of 

resources, since they have the highest and the lowest demand among BBUs, respectively, Figure 5.4(a). 

 

 
Figure 6.1 – AlCC in different allocation schemes. 

Similar to DAS, QDAS takes BBU demands into account, hence, resource allocation follows a similar 

pattern. However, the difference between these two approaches stems from the fact that, in addition to 

BBUs’ demands, QDAS takes QoS, hence, service priorities, into account, thus, QDAS allocates more 

(less) resources to BBUs with higher (lower) average service weights, compared with DAS. The effect 

of service priority is apparent when comparing the AlCC of BBUs RV and RF in DAS with the one from 

QDAS: Figure 6.1 shows that DAS allocates on average 3 TOPS to RV while QDAS increases its AlCC 
to 3.5 TOPS, which is 16% more; in contrast, QDAS decreases the resources allocated to RF by 12% 

(from 4.1 TOPS to 3.6 TOPS) compared to DAS, since its services are not as critical as the ones in RV. 

The overall resource usage is presented in Figure 6.2. It can vary in the range of [0, 83] %, depending 

on the available resources being fully used or not. Due to the dynamicity of the network, BBUs’ demands 

fluctuate over time, hence, the BBU-pool’s total demand may be less, equal, or more than the available 

resources at a given time instant. In the event that the total demand surpasses the available resources 

and none of the BBU’s allocated resources exceed its demand, the available resources are fully utilized, 
hence, there is no wastage. In contrast, wastage may happen in two circumstances: when the available 

resources exceed the sum of all BBUs’ demands, irrespective of the allocation policy; or, when the 

available resources are less or equal than the total demand, but a poor allocation policy distributes more 

resources to one (or more) BBUs than their demand.  
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Figure 6.2 – Resource usage in different resource allocation schemes. 

The low resource usage in EAS, Figure 6.2, is an example of resource wastage in the second 

circumstances, since it distributes resources evenly, regardless of the BBUs’ demands, resulting that 

business BBUs are underutilized while residential ones are over-loaded. On the other hand, DAS and 

QDAS take BBUs’ demands into account, thus, resources are fully utilized in both, since none of 
allocated resources exceed their demands. 

Figure 6.3 illustrates that DAS fulfils all BBU’s demands equally, irrespective of the priority of ongoing 

services, therefore, the resource allocation is not fair in the case of a shortage, because BBUs running 

critical services, i.e., services with lower delay budget and higher priorities, Table 2.8, require more 

resources to keep up with QoS. In contrast, QDAS supports QoS, so, BBUs with higher service priorities 

have higher fulfilment levels. One can see the effect of service priority by comparing BBUs RF and BV: 

although the RCC of RF is much higher than BV’s, Figure 5.4(a), its fulfilment level is smaller than BV 
since it has a lower average of ongoing service weight, Figure 5.4(c). Moreover, BBUs RV and BV have 

the highest fulfilment level among all, as their services have the highest weights on average.  By 

comparing with DAS, it is also apparent that QDAS shows a higher performance and increases the 

fulfilment level of BBUs RV and BV, by 13%, for the same reason. 

 

 

Figure 6.3 – BBU fulfilment levels in different allocation schemes. 
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Figure 6.3 also shows that EAS fulfils more BBU demands in business areas than in the residential 

ones, given the uniform resource allocation. This is an example of resource wastage, because for BBUs 

in business areas the demand is often less than the allocated resources, while, at the same time, BBUs 

in residential areas run into resource shortage, the outcome being a high (low) fulfilment level for the 

BBUs in the business (residential) areas.  

As shown by results, the proposed model manages bottlenecks effectively and shows a higher 
performance compared with EAS and DAS. Unlike EAS, there is no wastage in QDAS during the 

congestions and it uses the available resources entirely in these cases. QDAS shrinks the capacity 

share of the lower priority BBUs in the bottlenecks to compensate for the higher priority BBU resource 

shortage. This is why the high prioritized BBUs’ demands are fulfilled 13% more in QDAS than DAS, 

confirming that it considers the QoS while distributing resources among the BBUs. 

 Analysis of Available Computing Capacity Variation 

The analysis of the effect of the BBU-pool AvCC on the proposed model performance is presented in 

this section. A single time instant is considered in the first subsection and performance metrics are 
evaluated accordingly. The model performance is assessed then in a real-time analytics platform in the 

following subsection. 

 Time Instant Analysis 

In this subsection, the model performance is evaluated for a single snapshot. The results in the values 

of RCC, average weight of active services, minimum guaranteed computing capacity and bargaining 

powers for BBUs in the selected time instant are listed in Table 5.6. Figure 6.4 shows AlCC in a BBU 

when BBU-pool existing resources, 𝐶!+ increases within [0.5, 30] TOPS. Since 17% of resources are 

preserved for signaling overhead and saturation prevention, this amount is equal to the AvCC being 

increased within [0.4, 26] TOPS.  

When 𝐶!+	equals 0.5 TOPS, only the minimum guaranteed computing capacity is allocated to the BBUs 

due to the resource shortage. None of the BBU demands can be fully met before Th1 since the sum of 

the RCCs is higher than AvCC. Once the minimum guaranteed requirements are allocated, the rest of 
the resources are distributed among BBUs with respect to the priority of each BBU, i.e., BBU BP. The 

effect of the BP is apparent when BBU index BV is compared to BBU BF. BBU BF receives more 

resources in the beginning because its minimum guaranteed requirement is higher than BBU BV. 

However, when AvCC increases, the AlCC of BBU BV exceeds the AlCC of BBU BF due to the fact that 

BBU BV has higher BP than BBU BF, hence, a higher priority in resource distribution in the pool. 

Figure 6.4 also depicts that the BBU minimum requirements are always guaranteed and that the BBU 

AlCC never exceeds the RCC. 
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Figure 6.4 – BBU AlCCs. 

The BBUs’ fulfilment level is presented in Figure 6.5. By increasing AvCC, the BBU fulfilment level is 

also improved, proportionally to the average weight of the active services before threshold Th1. By 

comparing BBUs BF and RV, it is confirmed that fulfilment levels have the same proportion of the 

average weights of active services, i.e., 1.69 up to Th1. Between Th1 and Th2, however, the fulfilment 

level of BBU BF grows faster, the reason being that the demand of BBUs with higher priority have 
already been met before Th1; since the allocated resources to the BBU cannot exceed the demand, with 

the increase of AvCC, the remaining resources become available to the lower prioritized BBUs. It is also 

seen in Figure 6.5 that BBU RV is the first to receive 100% of its demand with the increase of AvCC 

since it has the highest average service weight among other BBUs in the pool; on the contrary, BBU BF 

is the last one that is fulfilled, since its active services have the lowest average weight. 

 

 
Figure 6.5 – BBU fulfilment levels. 

The efficiency of the proposed resource allocation scheme is presented in Figure 6.6. With the increase 
of AvCC, the efficiency decreases, as more resources are used. Although AvCC is still increasing 

beyond Th2, the resource usage does not increase anymore. The reason is that the resource-allocating 

scheme stops allocating more resources to the BBUs once their demand is fully met, hence, efficiency 

does not fall below 83%. 
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Figure 6.6 – Resource allocation efficiency. 

Jain’s fairness indicator, the last evaluation metric, is presented in Figure 6.7. The allocation is defined 

to be fair if the fulfilment levels maintain the same proportion of the average weights of active services. 

The fairness condition holds before Th1, but beyond Th1, however, the fairness indicator decreases due 
to the fact that the computing capacity proportional to the service weights is more than the RCC for the 

BBUs with high priority services. The resource allocation strategy bounds the AlCC in BBUs to their 

RCC, so that the remaining capacity is distributed among those with lower service priority. As a result, 

the AlCC of the BBUs with high priority services is less than the amount that is proportional to the 

average weight of their active services; on the other hand, the BBUs with lower service priority receive 

more than the average of their active services ratio. This ends with the decrease of the defined fairness 

index, as the fairness condition does not hold. The reduction of defined fairness index confirms that the 

resource allocator takes not only the priority of services but also the instantaneous requirement of the 
BBUs into account while distributing resources among them. 

 

 
Figure 6.7 – Jain’s fairness index.  

 Time Dependence Analysis  

In order to analyze the impact of computing capacity on BBU fulfilment levels, resource usage and 

efficiency in a real-time platform, 10 minutes of the network is simulated with a time granularity of 1 ms. 

The resource allocation phase is repeated with the computing capacity of BBU-pool taken in 

[0.5, 100] TOPS. Each experiment runs for the 10-minutes simulated network traffic and model 

performance is assessed. It should also be noted that the maximum resources that all BBUs are allowed 

to utilize in each experiment is 83%, in order to avoid data-center saturation.  

Figure 6.8 shows the capacity share of BBUs when the BBU-pool computing capacity, 𝐶!+, , increases 
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from 0.5 to 100 TOPS. It is apparent that BBUs with higher bargaining powers, i.e., higher priorities, are 

allocated with more resources in the presence of a resource shortage, i.e., before Th1. One can see the 

effect of the bargaining power by comparing BBUs RF and RM1. Although their RCCs have similar mean 

values, Figure 5.4(a), RM1 is allocated with more computing capacity before Th1, since it has a higher 

bargaining power, hence, higher priority, while the computing resources are being allocated to BBUs. 

The resource allocator shrinks the capacity share of the lower priority BBUs in order to compensate for 
the higher priority BBU resource shortage. Beyond Th2, 100% of BBU requests are served since the 

available resources are more than the overall demand. 

 
Figure 6.8 – Average of the BBU AlCCs. 

The impact of BBU-pool capacity variations on the fulfillment level of BBUs in the pool is presented in 

Figure 6.9. 

 

 
Figure 6.9 – Average of the BBU fulfilment levels. 
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Regardless of the demand, BBUs with higher service priorities account for higher fulfillment levels in the 

presence of a resource shortage. Moreover, the fulfilment levels for BBUs with a similar average of service 

weights are equal, since the proposed resource allocator keeps BBU AlCCs proportional to the weight of 

their ongoing services. One can see the effect of the service weights by comparing BBUs RV and BV: 

although the RCC of RV is much higher than BV’s, Figure 5.4(a), both are fulfilled reasonably equal. These 

BBUs also have the highest fulfilment level among all the others, since they have the highest average of 
the service weights.  

The reader should also note that although increasing 𝐶!+	improves the average fulfillment level, as shown 

in Figure 6.9, correlation is not linear. For instance, when 	𝐶!+	 is doubled from 36 to 72 TOPS, the average 

fulfilment level is improved by only 2%, from 98% to near 100%. This becomes more important when the 

same boost in 	𝐶!+	 from 36 to 72 TOPS incurs a near 20% drop in average resource usage, as depicted 

in Figure 6.10. This behavior indicates that cloud providers should carefully consider the trade-off between 

BBU fulfilment levels and resource usage. An idea to decrease resource wastage, in this case, can be to 

reduce the available computing capacity in the BBU-pool, while degrading the capacity share of the delay-

tolerant services in the BBU, to compensate for real-time services resource shortage. 
 

 
Figure 6.10 – Resource usage. 

Figure 6.10 also shows that due to the severe resource shortage in the beginning, when 𝐶!+ is small, the 

available resources of the BBU-pool are almost entirely allocated among BBUs (17% of resources are 

reserved to prevent the datacenter from saturation). However, by increasing 	𝐶!+, the resource usage 

degrades: due to the dynamicity of the network, BBUs’ demands fluctuate over time, leading to situations 

where, in some time instants, the total demand is less than the available resources, in these cases 

resources are not fully utilized, since the allocator bounds the BBU AlCCs to their real-time demands. 

When 𝐶!+ rises, more resources remain unused, and hence, the resource usage drops. 

The efficiency of the proposed resource allocation model is another metric that is calculated based on (4.9) 

and presented in Figure 6.11. The average efficiency of the pool declines when 𝐶!+ increases, the decline 

being faster in the beginning when 𝐶!+	increases from 0.5 to 22 TOPS: in this range, there is a resource 

shortage, so the available resources are instantly allocated, the direct outcome being the decline in 

efficiency as more resources become available in the beginning. Once the requirements of BBUs are fully 

met, and there is no more shortage, the allocator stops assigning more resources to BBUs (due to the 
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allocation strategy). Resources that become available afterwards, remain un-allocated, and efficiency 

drops slower beyond 22 TOPS. However, the average efficiency never drops below 83%, which is the total 

demand divided by the sum of separate peak demand of BBUs. 

 

 
Figure 6.11 – Resource allocation efficiency. 

 Analysis of the Effect of User Arrival Rate Variation 

In this section, the effect of the user arrival rate on the model’s performance is evaluated by monitoring 

the network behavior during the day. Network traffic is simulated at 7 different hours, i.e., 03h00, 08h00, 

11h00, 13h00, 15h00, 18h00 and 23h00, each lasting for a 10-minute interval. The selected hours 
include both peak hours and off-peak ones, the model’s performance being evaluated for each one 

separately. The users’ arrival rate is generated randomly following the pattern that was described in 

Section 4.4.2. The generated values are depicted in Figure 6.12 as the number of users per minute, 

showing the number of active users rising in the peak hours, i.e., 10h00 and 15h00 for residential areas 

and 11h00 and 18h00 for business ones. 

 

 

 
 

a. Residential b. Business 
Figure 6.12 – User arrival rate. 
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guaranteed RCCs, services weights and bargaining powers are calculated in the first step, Figure 6.13. 

As Figure 6.13(a) and Figure 6.13(b) present, the RCC rate is in line with the user arrival rate, 

Figure 6.12. The BBU computing capacity demand decreases in the off-peak hours, since less users 

are active, i.e., at 03h00 and 23h00. Figure 6.13(c) shows the BBU average service weights. BBUs with 

the same traffic mixture, Table 5.4, have almost the same average of the service weights. BBU RV and 

BV with the highest proportion of VoIP have the highest service weights since VoIP has the highest 
priority among all of the other services. Moreover, a BBU average weight varies slightly throughout the 

day as the traffic mixture is considered fixed. However, a BBU bargaining power fluctuates from one 

extreme to the other during the day, Figure 6.13 (d), the reason being that a BBU bargaining power is a 

variable of not only ongoing service weights but also the BBU demand, i.e., RCC. Since BBU RCCs 

fluctuate during the day, the bargaining powers vary proportionally. 

 

 
 

  
(a) RCCs (b) Minimum guaranteed RCCs 

  

(c) BBU average service weights (d) BBU bargaining powers 

Figure 6.13 – Average of the RCCs, minimum guaranteed RCCs, service weights and bargaining 

powers within simulation intervals. 

Figure 6.14 presents the effect of load variation on the capacity share of BBUs; the dashed lines 

represent the BBU RCCs. A BBU AlCC changes during the day corresponding to its RCC fluctuation, 
meanwhile, it never exceeds the BBU RCC. As long as the available resources are large enough, all 

BBU demands are served. In the presence of resource shortage, however, BBUs are prioritized 

according to their BPs; in this case, the resource allocator decreases the capacity share of the lower 

priority BBUs, i.e., with lower BPs, in order to compensate for the higher priority BBU resource shortage. 

Figure 6.15 shows the effect of traffic load on BBU fulfilment levels, which decrease with load 
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increments, since a lower proportion of demand is served due to resource limitation. In the conditions 

that none of the BBU demands can be served entirely, fulfilment levels are in proportion to service 

weights. So, fulfilment level of BBUs with the same traffic mixture, Table 5.4, are almost the same.  

 

  
(a) Residential area (b) Business area 

Figure 6.14 – Average of the BBU AlCCs during the day. 

 

 

Figure 6.15 – Average of the BBU fulfilment levels. 

One can see the effect of service weights on BBU fulfilment levels by comparing BBUs RV, BV and BF 

at 15h00. Regardless of BBU demands, the fulfilment levels of BBU RV and BV are almost the same, 

since their traffic mixture is similar, resulting in the same average of service weights. BBUs RV and BV 

fulfilment levels are also higher than in the other BBUs, since they are processing services with the 

highest priority levels on average. It is also apparent that the fulfilment level of BBU RV is higher than 

the BF one, although its demand is much less than BF. The results confirm that the resource allocator 

always takes the priority of ongoing services into account while distributing resources among BBUs. 

The scatterplot of percentage of the BBU-pool resource usage is illustrated in Figure 6.16, the dotted 

line showing the BBU-pool average resource demand in terms of percentage of the existing resources. 

The resource usage decreases in the traffic off-peak hours, since the overall demand is lower, and the 

allocator terminates assigning more resources to the BBUs once their demand is entirely met. By 
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contrast, usage is increased in the peak traffic hours in line with the demand increment, however, it 

never exceeds 83%, since this is considered as the peak portion of the existing resources that is allowed 

to be used in order to prevent data-center saturation.  

 

 

Figure 6.16 – Resource usage in different simulation intervals. 

Figure 6.17 illustrates the efficiency of the proposed resource allocation model, showing that the 

average efficiency is more than 97% higher than the fixed allocation strategies during off-peak hours. 

The reason is that the model limits the BBU AlCCs to their real-time demands, hence, the rest of the 

BBU-pool resources remain unused. 

 

 

Figure 6.17 – Efficiency of computing resource allocation in different simulation intervals. 
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Chapter 7 

7 Conclusions 
This chapter finalizes this work by summarizing the main conclusions obtained and pointing out 

aspects to be developed in future work.  
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 Framework and Novelty  

C-RANs emerged in response to the need for higher data rates and capacity in upcoming mobile network 

generations: BBUs of BSs are decoupled from the radio units (RRHs), software-based BBUs are then 

consolidated in the servers of a data center, known as BBU-pool. C-RAN is a critical enabling technology 

of 5G providing higher data rates and lower network latencies. In C-RAN, utilization is improved and 

fewer resources are required compared to the sum of stand-alone BBU demands. However, a critical 

challenge of C-RAN is the data center’s power consumption. Since computing resources are the most 
energy-intensive entities in data centers, it is worthwhile to apply efficient resource management 

strategies to maximize their utilization and reduce idle ones. 

Designing efficient resource management strategies is a complicated process for cloud providers. Due 

to the variety of network services, user arrival rates and channel conditions, BBU resources demand 

fluctuate significantly throughout the day. On the one hand, a BBU computing capacity should suffice 

peak demands, while on the other hand, provisioning fixed resources based on peak requirements leads 

to idle resources in the rest of the day. As a result, an efficient resource management strategy in a BBU-
pool should allocate the computing capacity dynamically, in accordance with the BBUs’ instantaneous 

demand, while efficiently handling the resources in the case of a shortage. 

This thesis focuses on computing resource allocation in C-RAN. A game-based optimization algorithm 

was developed to distribute the computing resources among BBUs in a BBU-pool whereby resources 

utilization is maximized. The model allocates computing resources on-demand, based on the 

instantaneous requests of BBUs, using a game-theory bargaining approach. In case the available 

resources are not sufficient to fulfil all instantiation requests, BBUs are prioritized to ensure the adequate 

QoS, low-priority ones being always guaranteed a minimum computing resource to avoid them to crash. 
Considering both QoS and BBU RCCs as real-time parameters, i.e., given based on TTIs, is essential 

not only in 4G deployments but also for the upcoming service-oriented 5G and ensures that the BBU-

pool is provisioned with an optimum configuration, consistent with BBU demands.  

The proposed model manages resources in two stages in the first step, BBUs’ traffic demands being 

evaluated. Taking as inputs network and user parameters at a specific time instant, the estimation of 

BBUs’ demands is based on a well-defined model proposed in the literature. The results are then fed 

into the computing resource allocation step in order to find the optimal resource allocation to BBUs. The 

two-fold solution maximizes both BBU-pool computing resource utilization and BBUs’ processing speed. 
In the next time instant, the resource management process is re-instantiated over new input parameters. 

The novelty of the proposed scheme is the consideration of the limits of the BBU-pool computing 

resources and the prioritization of BBUs in bottlenecks based on the characteristics of their ongoing 

services and QoS constraints. At the same time, the model guarantees all BBUs with a minimum 

computing resources to avoid crashing; furthermore, contrary to existing works, the proposed model has 

a low complexity and provides fairness of resource allocation and system efficiency, which makes it 

applicable in practical implementations. 
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 Main Results 

To evaluate model performance, an approach has been taken to emulate a typical day of operation in 

cellular networks in a scenario in which a BBU-pool includes 7 BBUs offering heterogeneous services 

with tidal traffic flows in a tidal channel condition. BBUs’ instantaneous demands and their minimum 

guaranteed ones were estimated for the simulated network and the BBUs’ bargaining powers and the 

average of the ongoing service weights were calculated as the first step of the proposed resource 

management model. Afterwards, the optimal resource allocation was found and the performance of the 
model was evaluated in terms BBU fulfilment level, fairness, resource usage and efficiency of the 

resource allocation.  

In order to have a closer look at the model’s performance, a single time instant (selected arbitrarily) is 

taken at first, and the model performance is evaluated accordingly. In the next step, the performance of 

the model is evaluated over time for 10 minutes of the simulated network traffic. The achieved results 

confirm that the proposed model efficiently manages resources in the case of congestions. Although 

none of the BBU demands can be fully met in these cases, due to the resource shortages, the allocator 
provides the minimum guaranteed demands to all BBUs and distributes the rest of the available 

resources among BBUs with respect to their bargaining power, i.e., priority, of each one, so that BBUs 

with higher bargaining powers are allocated with more resources. Moreover, none of BBUs’ AlCCs 

exceed their demands. Results also confirm that 100% of the resources are fairly distributed among 

BBUs during the congestions, fairness being defined as the closeness of fulfilment level of BBUs to the 

weight of their ongoing services.  

The comparison of the proposed model’s performance with equal and demand proportional resource 

allocation schemes, which can be found in the literature as common allocation approaches, confirms 
that the proposed scheme shows a higher performance. There is no wastage in the proposed model 

during congestions and it uses the available resources entirely in these cases. Moreover, unlike the 

other two schemes, the proposed model shrinks the capacity share of the lower priority BBUs in the 

bottlenecks to compensate for the higher priority BBUs’ resource shortages. This is why the high 

prioritized BBUs’ demands are fulfilled 13% more in the proposed scheme than the other ones, 

confirming that it considers QoS while distributing resources among BBUs. 

Besides, in order to analyze the impact of available computing capacity of the BBU-pool on the model’s 

performance, an experiment has done wherein the resource allocation phase is repeated with the 
available computing capacity of BBU-pool varying within [0.4, 83] TOPS, the model performance being 

assessed for each run separately. The result shows that when the BBU-pool’s AvCC is small, only the 

minimum guaranteed computing capacity is allocated to the BBUs due to the resource shortage. When 

AvCC increases, the proportional AlCC of BBUs with higher bargaining powers increases more than 

those with lower bargaining powers, since they have a higher priority in resource distribution in the pool. 

The results also confirm that the BBUs’ fulfilment level grows proportionally to the average weights of 

their active services when AvCC increases. Regardless of demand, BBUs with higher service priorities 
account for higher fulfilment levels in the presence of a resource shortage and by incrementing AvCC, 
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100% of the demand of BBUs with higher weight are fulfilled earlier that the other ones. Moreover, the 

fulfilment levels for BBUs with a similar average of service weights are equal, since the proposed 

resource allocator keeps BBU AlCCs proportional to the weight of their ongoing services.  

Results also demonstrate that although increasing AvCC improves the average fulfilment level, 

correlation is not linear and improving the average fulfilment level from 98% to 100% requires doubling 

the available resources at the cost of average resource usage being cut in half indicating a great waste 
of resources. When AvCC is small, the available resources of the BBU-pool are entirely allocated among 

BBUs. By increasing AvCC, the resources usage decreases. The result is that due to the dynamicity of 

the network, BBUs’ demands fluctuate over time, leading to situations where, in some time instants, the 

total demand is less than the available resources, in these cases resources not being fully utilized, since 

the allocator bounds the BBU AlCCs to their real-time demands. When AvCC increases further, more 

resources remain unused, and hence, resources usage drops. This behavior shows that cloud providers 

should carefully consider the trade-off between BBU fulfilment levels and resource usage. An idea to 

decrease resource wastage can be to reduce the available computing capacity in the BBU-pool, while 
degrading the capacity share of the delay-tolerant services in the BBU, to compensate for real-time 

services resource shortage. 

And finally, the effect of the user arrival rate on the model’s performance is evaluated by monitoring the 

network behavior during the day. To this end, network traffic is simulated at 7 different hours, i.e., 03h00, 

08h00, 11h00, 13h00, 15h00, 18h00 and 23h00, each lasting for a 10-minute interval. The selected 

hours include both peak hours and off-peak ones, the model’s performance being evaluated for each 

one separately. The amount of the BBU RCCs, minimum guaranteed RCCs, services weights and 
bargaining powers are calculated in the first step for each experiment, separately and the optimal 

resource allocation is found afterwards. 

The results show that a BBU AlCC changes during the day corresponding to its RCC fluctuation, 

meanwhile, it never exceeds the BBU RCC. As long as the available resources are large enough, all 

BBU demands are served. In the presence of resource shortages, however, BBUs are prioritized 

according to their bargaining powers; in these cases, the resource allocator decreases the capacity 

share of the lower priority BBUs, i.e., with lower bargaining powers, in order to compensate for the higher 

priority BBUs’ resource shortages. 

The result also confirms that by the increment of load a BBU fulfilment level decreases, since a lower 

proportion of demand is served due to resource limitation. In the conditions that none of the BBU 

demands can be served entirely, fulfilment levels are in proportion to service weights. So, fulfilment level 

of BBUs with the same traffic mixture are almost the same. Moreover, the resource usage decreases in 

the traffic off-peak hours, since the overall demand is lower, and the allocator terminates assigning more 

resources to the BBUs once their demand is entirely met. By contrast, usage is increased in the peak 

traffic hours in line with the demand increment. 
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 Key Contributions 

This dissertation is structured in seven chapters. In Chapter 1, a brief historical overview of the evolution 

of wireless technologies is given, the motivation and the main goals set for the dissertation are pointed 

out, the novelty and main contributions are mentioned, and a list of published work and internal reports 

is presented, being summarized as the following publications: 

• 1 book chapter,  

• 1 international journal paper, 

• 3 international conferences, 

• 6 technical documents in IRACON meetings. 
The chapter concludes with a detailed description of the structure of the dissertation. 

Chapter 2 gives an overview of 4G and 5G networks, which form the fundamentals of this thesis, 

including an overview of the network architectures and radio interfaces, QoS, coverage and radio 

capacity, and critical principles of C-RAN and virtualization with a focus on BBU-pool virtualization and 

related approaches. One also explains how the concept of game theory is used to solve a resource 

allocation problem, in general, and mentions the state of the art related to computing resource 

management in the C-RAN area. 

Chapter 3 discusses the proposed computing resource management model considering a single 

snapshot of the network, including two main steps: 

1. estimating the instantaneous computing capacity demand of the BBUs in the pool, 

2. developing a game-based optimization algorithm, accordingly, in order to distribute the available 

computing resources among BBUs in a BBU-pool whereby resource utilization is maximized. 

The chapter also presents the evaluation metrics defined to assess the proposed model and the model 

implementation details. At the end, a canonical scenario is defined, and the model performance is 

assessed accordingly.  

Chapter 4 provides an extension of the model proposed in the previous chapter by addressing time-

varying traffic and demand, and proposes a real-time computing resource allocation framework. The 

chapter discusses the proper time interval between two successive resource allocations and defines the 

metrics used to evaluate the proposed model in a real-time framework. Moreover, the details of the 

simulator implementation and its assessment are discussed. 

By defining a reference scenario, the proposed computing resource allocation model's performance is 

analyzed in Chapter 5. To this end, BBUs' real-time demands are estimated first and optimal resource 
allocations are achieved accordingly. The evaluation metrics are assessed separately, for both a single 

snapshot and a time interval of the network traffic. 

Chapter 6 compares the performance of the proposed resource allocation model with other resource 

allocation schemes. Moreover, the effect of the model's input parameters variation on its performance 

is analyzed. 

Finally, the current chapter concludes the thesis. The framework and the novelty of the work is 
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summarized first, the principal results and achievements and the presented work's key contributions are 

mentioned afterwards. Potential improvements and directions for future works are also provided in the 

final section. 

 Future Works 

In addition to what is proposed and assessed in this dissertation, there are several studies that can be 

considered as future works. Some potential topics can be proposed as follows: 

The proposed computing resource management model maximizes the BBU-pool computing resource 
utilization while prioritizes BBUs in the shortages according to the weight of their active services. 

Services’ weights are defined as fixed, being driven from the Priority Level that 3GPP has assigned to 

an individual service. The proposed weighting policy is fully compatible with a QoS maximization goal, 

as the Priority Level is a characteristic by which 3GPP specifies QoS requirements and determines the 

packet forwarding treatment. However, the prioritization policy can be improved by considering Packet 

Error Loss Rate and Packet Delay Budget, besides the Priority Level that 3GPP has assigned to an 

individual service. There is also a potential to define a dynamic weight to the services considering the 
delays imposed on packets and lost ones.  

Another research direction could be the application of the proposed model in network slicing. Network 

slicing plays a critical role in the forthcoming 5G standard, network resources being shared among slices 

and a portion of them being allocated to each slice so that the specific requirements of given vertical 

applications are met. The proposed computing resource management model can fairly allocate 

resources among network slices in the critical situation in which the network does not have enough 

resources to fully satisfy slices’ demands. It would also be an added value to joint this thesis’ work (which 

is focused on computing resource management) with other available studies on radio resource 
management in order to propose an end-to-end model of 5G network slicing. 

The work also can be extended to a joint design of cloud and edge processing. C-RAN is an impractical 

solution for many delay-sensitive applications because of the long distance between the device and the 

cloud center. Moreover, the proliferation of smart Internet of Things devices causes excessive load on 

the backhaul, between massive devices and BBU-pool servers. An alternative approach is to offload 

some of the computing tasks from cloud servers to the network edge. Considering service priorities, 

their delay budget, and the distance between the device and cloud centers, the proposed computing 

resource management model can be extended to an efficient joint cloud-edge resource management 
model. 
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Annex A.  
Convexity Proofs 
Convexity Proofs 

The convexity proofs of the defined bargaining game’s utility function and solution set are described in 

this annex.  
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As mentioned before, GNBS is suitable for solving the problem and guarantees to find the optimal 

solution if the BBUs’ utility functions and defined solution set is convex and closed. In this annex, their 

convexity proofs are presented in what follows:  

Solution set: Since it is obvious that 𝑆GO
/. defined in (3.28) is closed, only the convexity is approved: 

From the definition of a convex set [BoVa04], 𝑆GO
/. is convex if and only if the line segment between any 

two points in 𝑆GO
/.	lies in	𝑆GO

/.. Indeed:  

∀	𝐂GO[Y"×[]
;3< , 𝑪GO[Y"×[]

;3q :			𝐂GO[Y"×[]
;3< , 𝑪GO[Y"×[]

;3q ∈ 	𝑆GO
/. 		⟹	𝐂GO[Y"×[]

;3r ∈ 𝑆GO
/.    (A.1) 

where: 

𝑪GO[Y"×[]
;3r = 	𝜃	𝑪GO[Y"×[]

;3< + (1 − 𝜃)	𝑪GO[Y"×[]
;3q 					 ∶ 					0 ≤ 𝜃 ≤ 1 (A.2) 

𝑃𝑟𝑜𝑜𝑓: 

	𝐂GO[Y"×[]
;3< , 𝑪GO[Y"×[]

;3q ∈ 	𝑆GO
/. 		

(^.]µ)	
ÚÛÛÜ 			0 ≤ 𝐶v,GO[klmn]

;3< ≤ 𝐶v,GO[klmn]
- 		and		0 ≤ 𝐶v,GO[klmn]

;3q ≤ 𝐶v,GO[klmn]
-  

Multiplying inequalities by nonnegative reals 𝜃 and 1 − 𝜃 and taking sum of the results, we have: 

0 ≤ 𝐶v,GO[klmn]
;3r ≤ 𝐶v,GO[klmn]

- 										 ∶ 	𝑏 = {1,2, … ,𝑁!}     (A.3) 

in the same way: 

	𝐂GO[Y"×[]
;3< , 𝑪GO[Y"×[]

;3q ∈ 	𝑆GO
/. 		

(^.]µ)		
ÚÛÛÛÜ

⎩
⎪
⎨

⎪
⎧�𝐶v,GO[klmn]

;3< ≤ 𝐶!+	GO[hijk]
;4

Y"

vK[

�𝐶v,GO[klmn]
;3q ≤ 𝐶!+	GO[hijk]

;4 	
Y"

vK[

				 

and multiplying inequalities by nonnegative reals 𝜃 and 1 − 𝜃 and taking sum of the results, we have 

� 𝐶v,GO[klmn]
;3r ≤ 𝐶!+	GO[hijk]

;4
Y"

vK[
  (A.4) 

Based on (A.3) and (A.4) it is concluded that	𝐂GO[·6×[]
;3r ∈ 𝑆GO

/.. Therefore, the feasible solution set 𝑆GO
/. is 

convex. 
∎ 

Utility function: On the other hand, from the definition of a convex function [BoVa04], function 

𝒰v,GO:	ℝ
Y" → ℝ is convex if its domain, which is feasible solution set 𝑆GO

/., is a convex set and also, for 

all	𝐂GO[Y"×[]
;3< , 𝑪GO[Y"×[]

;3q ∈ 	𝑆GO
/. and α	with 0 ≤ α ≤ 1,	we have: 

𝒰v,GO �𝛼	𝑪GO[Y"×[]
;3< + (1 − 𝛼)	𝑪GO[Y"×[]

;3q � 	≤ 	𝒰v,GO 	�𝛼	𝑪GO[Y"×[]
;3< � 	+	𝒰v,GO 	§(1 − 𝛼)	𝑪GO[Y"×[]

;3q ¨	 (A.5) 

𝑃𝑟𝑜𝑜𝑓: 

As based on the definition of the utility function, (3.22), we have: 

𝒰v,GO �𝛼	𝑪GO[Y"×[]
;3< + (1 − 𝛼)	𝑪GO[Y"×[]

;3q � 	=
𝛼	𝐶v,GO[OF+.]

;3< + (1 − 𝛼)	𝐶v,GO[OF+.]
;3q

𝐶v,GO[OF+.]
- 	 

=	𝒰v,GO 	�𝛼	𝑪GO[Y"×[]
;3< � 	+ 𝒰v,GO 	§(1 − 𝛼)	𝑪GO[Y"×[]

;3q ¨	 

(A.6) 

the function 𝒰v,GO 	is convex. 
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Annex B.  
RCC Variations 

RCC Variations 
A BBU’s RCC relative to the variation of effective parameters are presented in this annex. 
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As mentioned in Section 3.3.2, a BBU’s RCC is achieved using (3.17). The effect of the input parameters 

on a BBU’s RCC variation is depicted in Figure B.1. 

 

  
a. RB efficiency b. MIMO order 

  
c. User’s MCS d. Number of the user’s spatial streams 

  
e. Channel bandwidth f. Quantization resolution 

Figure B.1 – A BBU’s RCC variation relative to the variation of the effective parameters. 
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Annex C.  
UE Speeds and Corresponding Doppler Frequency Shifts in FDD Operating Bands 

UE Speeds and Corresponding 

Doppler Frequency Shifts in 

FDD Operating Bands 
In this annex, UE Speeds and corresponding maximum Doppler shifts in some FDD operating Bands 

are listed. 
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As mentioned in Section 4.2.1, the speed range that LTE supports, is split into five intervals that for each 

one an average speed value is considered: 

• Very-low-speed, (e.g., pedestrian, 5 km/h), 

• Low-speed, (e.g., cyclist, vehicular urban, 5 km/h), 

• Mid-speed, (e.g., vehicular sub-urban, 90 km/h), 

• High-speed, (e.g., vehicular rural, 120 km/h), 

• Very-high-speed, (e.g., high-speed train, 500 km/h). 

Accordingly, the values of coherence time and maximum Doppler shift are calculated in accordance with 

(4.1) and (4.2) for each speed classes and supported operating bands. The UE speeds and related 

maximum Doppler shifts, with respect to the supported carrier frequencies, are listed in Table C.1. 

Table C.1 – Maximum Doppler shift corresponding to speed classes and operating bands. 

Speed 
Operating Band 

Speed Class [km/h] 
Maximum Doppler Shift [Hz] 

5 𝟓𝟎 𝟗𝟎 𝟏𝟐𝟎 𝟓𝟎𝟎 

Band 1 

UL 
1920 8.9 88.95 160.11 213.48 889.5 

1980 9.17 91.73 165.11 220.15 917.3 

DL 
2110 9.78 97.75 175.96 234.61 977.53 

2170 10.05 100.53 180.96 241.28 1005.33 

Band 2 

UL 
1850 8.57 85.71 154.27 205.7 857.07 

1910 8.85 88.49 159.28 212.37 884.87 

DL 
1930 8.94 89.41 160.94 214.59 894.14 

1990 9.22 92.19 165.95 221.26 921.93 

Band 3 

UL 
1710 7.92 79.22 142.6 190.13 792.21 

1785 8.27 82.7 148.85 198.47 826.96 

DL 
1805 8.36 83.62 150.52 200.69 836.23 

1880 8.71 87.1 156.78 209.03 870.97 

Band 4 

UL 
1710 7.92 79.22 142.6 190.13 792.21 

1755 8.13 81.31 146.35 195.13 813.06 

DL 
2110 9.78 97.75 175.96 234.61 977.53 

2155 9.98 99.84 179.71 239.61 998.38 

Band 5 

UL 
824 3.82 38.17 68.71 91.62 381.75 

849 3.93 39.33 70.8 94.4 393.33 

DL 
869 4.03 40.26 72.47 96.62 402.59 

894 4.14 41.42 74.55 99.4 414.18 
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Table C.1(contd.) – Maximum Doppler shift corresponding to speed classes and operating bands. 

Band 6 

UL 
830 3.85 38.45 69.21 92.29 384.53 

840 3.89 38.92 70.05 93.4 389.16 

DL 
875 4.05 40.54 72.97 97.29 405.37 

885 4.1 41 73.8 98.4 410.01 

Band 7 

UL 
2500 11.58 115.82 208.48 277.97 1158.21 

2570 11.91 119.06 214.31 285.75 1190.64 

DL 
2620 12.14 121.38 218.48 291.31 1213.8 

2690 12.46 124.62 224.32 299.1 1246.23 

Band 8 

UL 
880 4.08 40.77 73.38 97.85 407.69 

915 4.24 42.39 76.3 101.74 423.9 

DL 
925 4.29 42.85 77.14 102.85 428.54 

960 4.45 44.48 80.06 106.74 444.75 

Band 9 

UL 
1749.9 8.11 81.07 145.93 194.57 810.7 

1784.9 8.27 82.69 148.84 198.46 826.91 

DL 
1844.9 8.55 85.47 153.85 205.13 854.71 

1879.9 8.71 87.09 156.77 209.02 870.93 

Band 10 

UL 
1710 7.92 79.22 142.6 190.13 792.21 

1770 8.2 82 147.6 196.8 820.01 

DL 
2110 9.78 97.75 175.96 234.61 977.53 

2170 10.05 100.53 180.96 241.28 1005.33 

Band 11 

UL 
1427.9 6.62 66.15 119.07 158.77 661.52 

1452.9 6.73 67.31 121.16 161.55 673.1 

DL 
1475.9 6.84 68.38 123.08 164.1 683.76 

1500.9 6.95 69.53 125.16 166.88 695.34 

Band 20 

UL 
832 3.85 38.55 69.38 92.51 385.45 

862 3.99 39.94 71.88 95.84 399.35 

DL 
791 3.66 36.65 65.96 87.95 366.46 

821 3.8 38.04 68.46 91.29 380.36 

Band 21 

UL 
1447.9 6.71 67.08 120.74 160.99 670.79 

1462.9 6.78 67.77 121.99 162.66 677.74 

DL 
1495.9 6.93 69.3 124.74 166.33 693.03 

1510.9 7 70 126 167.99 699.97 
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Table C.1(contd.) – Maximum Doppler shift corresponding to speed classes and operating bands. 

Band 22 

UL 
3410 15.8 157.98 284.36 379.15 1579.8 

3500 16.21 162.15 291.87 389.16 1621.49 

DL 
3510 16.26 162.61 292.7 390.27 1626.12 

3600 16.68 166.78 300.21 400.28 1667.82 

Band 23 

UL 
2000 9.27 92.66 166.78 222.38 926.57 

2020 9.36 93.58 168.45 224.6 935.83 

DL 
2180 10.1 101 181.79 242.39 1009.96 

2200 10.19 101.92 183.46 244.61 1019.22 

Band 24 

UL 
1626.5 7.54 75.35 135.64 180.85 753.53 

1660.5 7.69 76.93 138.47 184.63 769.28 

DL 
1525 7.07 70.65 127.17 169.56 706.51 

1559 7.22 72.23 130.01 173.34 722.26 

Max 16.68 166.78 300.21 400.28 1667.82 

Min 3.66 36.65 65.96 87.95 366.46 
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Annex D.  
Traffic Models 

Traffic Models 
The services’ traffic profiles are described in this annex.  
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• File transfer: The parameters listed in Table D.1 are for DL [NGMN08]. For UL, the same traffic 

model shall be used. 

Table D.1 – File transfer Traffic Parameter (extracted from [NGMN08]). 

Parameter Statistical Characterization 

File Size 

Truncated Lognormal Distribution, 
𝑀𝑒𝑎𝑛 = 	1.996	MB	, 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 0.7	MB,𝑀𝑖𝑛𝑖𝑚𝑢𝑚 = 100B; 
𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 5MB,	
PDF: 

𝑓R =
1

√2𝜋𝜎𝑥
𝑒
�(3LR�¸)q

]¹q 	, 𝑥 > 0, 𝜎 = 0.35, 𝜇 = 14.45. 

• Email: The parameters listed in Table D.2 are for DL. For UL, the same traffic model shall be used. 

Table D.2 – Email Traffic Parameter. 

Parameter Statistical Characterization 

File Size 

Truncated Lognormal Distribution, 
𝑀𝑒𝑎𝑛 = 	1.256	MB, 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛=0.38	MB, 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 = 10B, 
𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 3MB, 
PDF: 

𝑓R =
1

√2𝜋𝜎𝑥
𝑒
�(3LR�¸)q

]¹q 	, 𝑥 > 0, 𝜎 = 0.3, 𝜇 = 14. 

• Web-browsing using Hypertext Transfer Protocol (HTTP): A webpage consists of a main object 

and embedded objects (e.g., pictures, advertisements etc.). After receiving the main page, the web-
browser will parse for the embedded objects. The main parameters to characterize web-browsing 

are: main object size, embedded object size, number of embedded objects, reading time, and 

parsing time for the main page, being listed in Table D.3.  

• Video Streaming/Calling: Each frame of video data arrives at a regular interval determined by the 

number frames per second. Each frame is decomposed into a fixed number of slices, each 

transmitted as a single packet. The size of these packets/slices is modeled to have a Truncated 

Pareto Distribution. The video encoder introduces encoding delay intervals between the packets of 
a frame. These intervals are modeled by a Truncated Pareto Distribution. Distributions listed in Table 

D.4, assume a source video rate of 1.5 Mbps. 

• VoIP Satisfied User Criterion and Traffic Model: Table D.5 provides the relevant parameters of 

the VoIP traffic that shall be assumed in the simulations. The main purpose of this traffic model is 

not to favor any codec but to specify a model to obtain results which are comparable. The details 

of the corresponding traffic model are described in what follows.  
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Table D.3 – Web Browsing Traffic Parameters (based on [NGMN08]). 

Parameter Statistical Characterization 

Main Object 
Size 

Truncated Lognormal Distribution, 

𝑀𝑒𝑎𝑛 = 	11	055	B,	𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 25	395	B,𝑀𝑖𝑛𝑖𝑚𝑢𝑚 =
100B,𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 2MB, 

PDF: 

𝑓R =
1

√2𝜋𝜎𝑥
𝑒
�(3LR�¸)q

]¹q 	, 𝑥 > 0, 𝜎 = 1.37, 𝜇 = 8.37 

Embedded 
Object Size  

Truncated Lognormal Distribution, 

𝑀𝑒𝑎𝑛 = 8	237	B,	𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 47	307	B,𝑀𝑖𝑛𝑖𝑚𝑢𝑚 =
50B,𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 2MB, 

PDF: 

𝑓R =
1

√2𝜋𝜎𝑥
𝑒
�(3LR�¸)q

]¹q 	, 𝑥 > 0, 𝜎 = 2.36, 𝜇 = 6.17 

Number of 
Embedded 
Objects per 

Page 

Truncated Pareto Distribution, 

𝑀𝑒𝑎𝑛 = 7.59, 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 10.36,𝑀𝑎𝑥𝑖𝑚𝑢𝑚 = 53 = 𝑚	, 

PDF: 

𝑓R =
𝛼𝑘º

𝑥º�[ 	 , 𝑘 ≤ 𝑥 < 𝑚,	 

𝑓R = §
𝑘
𝑚¨

º

	 , 𝑥 = 𝑚, 𝛼 = 1.1, 𝑘 = 2, 𝑚 = 53 

Reading Time 

Exponential Distribution 

𝑀𝑒𝑎𝑛 = 30	s 

PDF: 𝑓R = 𝜆𝑒�»R	, 𝑥 ≥ 0,			𝜆 = 0.033 

Parsing Time 

Exponential Distribution 

𝑀𝑒𝑎𝑛 = 0.13	s 

PDF:  

𝑓R = 𝜆𝑒�»R	, 𝑥 ≥ 0,							𝜆 = 7.69 

 

The model is assumed updated at the speech encoder frame rate with the duration of 20 ms. In the 

model, the probability of being in inactive state 𝐼 is 𝑃* ,	that is: 

𝑃* = 𝑃;* (𝑃;* + 𝑃*;)⁄  (D.1) 

where: 

• 𝑃;*: the probability of transitioning from active speech state 𝐴 to the inactive or silent state	𝐼 

while in state 𝐴, 

• 𝑃*;: the probability of transitioning from state 𝐼 to state 𝐴 while in state 𝐼. 
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Table D.4 – Video Streaming Traffic Parameters (modified [NGMN08]). 

Parameter Statistical Characterization 

Inter-Arrival time between the 
beginning of each frame  

Deterministic,  
100ms (based on 10 frames per second) 

Number of packets (slices) in a 
frame  Deterministic, 14 packets per frame 

Packet (slice) size 

Truncated Pareto Distribution 
𝑀𝑒𝑎𝑛 = 1	272	B, 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 257	B,
𝑀𝑎𝑥𝑖𝑚𝑢𝑚	 = 𝑚 = 1	500B  
PDF: 

𝑓R =
𝛼𝑘º

𝑥º�[ 	 , 𝑘 ≤ 𝑥 < 𝑚,	 

𝑓R = §
𝑘
𝑚¨

º

	 , 𝑥 = 𝑚, 𝛼 = 1.2, 𝑘 = 800B 

Inter-arrival time between 
packets (slices) in a frame 

Truncated Pareto Distribution 
𝑀𝑒𝑎𝑛 = 	6.01	𝑚𝑠, 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 3.59	𝑚𝑠, 
𝑀𝑎𝑥𝑖𝑚𝑢𝑚	 = 𝑚 = 13	𝑚𝑠	 
PDF: 

𝑓R =
𝛼𝑘º

𝑥º�[ 	 , 𝑘 ≤ 𝑥 < 𝑚,	 

𝑓R = §
𝑘
𝑚¨

º

	 , 𝑥 = 𝑚, 𝛼 = 1.2, 𝑘 = 2.5ms 

 

Table D.5 –  Voice traffic parameters (extracted from [NGMN08]). 

Parameter Statistical Characterization 

Codec RTP AMR 12.2, Source rate 12.2 kbps 

Encoder Frame Length 20 ms 

Voice Activity Factor 50% (𝑃*; = 0.004, 𝑃;; = 0.996) 

SID Payload Modeled 15 B (5 B + header) 
SID packet every 160 ms during silence 

Protocol Overhead with Compressed 
Header 

10 bits + padding (RTP-pre-header) 
4 B (RTP/UDP/IP), 2 B (RLC/security), 16 bits (CRC) 

Total Voice Payload on Air Interface 40 B (AMR 12.2) 
 

And the probability of being in state 𝐴 is: 

𝑃; = 𝑃*;/𝑃;* + 𝑃*; (D.2) 

The voice activity factor	, 𝐹;, is given by: 

	𝐹; = 𝑃; = 𝑃*;/(𝑃;* + 𝑃*;) (D.3) 

The probability that a talk period, 𝜏0., has duration 𝑛 speech frames is given by: 

	𝑃J1&	KL = 𝑃0.(𝑛) = 𝑃;*(1 − 𝑃;*)L�[ 		 ∶ 									𝑛 = 1,2, … (D.4) 



 

133 

Correspondingly, the probability that a silence period has duration 𝑛 speech frames is given by: 

	𝑃J&+	KL = 𝑃.+(𝑛) = 𝑃*;u(1 − 𝑃*;)y
L�[:									𝑛 = 1,2, … (D.5) 

The mean talks spurt duration 𝜇0. (in speech frames) is given by: 

𝜇0. = 𝐸(𝜏0.	) =
1
𝑃;*
						 (D.6) 

while the mean silence period duration 𝜇.+ (in speech frames) is given by: 

𝜇.+ = 𝐸(𝜏.+	) =
1
𝑃*;
						 (D.7) 

The distribution of the time period 𝜏;< 	(in speech frames) between successive active state entries is 

the convolution of the distributions of 𝜏.+	and	𝜏0.	. This is given by: 

𝑃J%'KL = 𝑃;<(𝑛) =
𝑃*;

𝑃*; − 𝑃;*
	𝑃;*(1 − 𝑃;*)L�[ +

𝑃;*
𝑃;* − 𝑃*;

	𝑃*;(1 − 𝑃*;)L�[ 				 ∶ 				𝑛 = 1,2, …	 (D.8) 

Since the state transitions from state 𝐴 to state 𝐼 and vice versa are independent, the mean time 

𝜇;< between active state entries is given simply by the sum of the mean time in each state. That is: 

𝜇;< = 𝜇0. + 𝜇.+					 (D.9) 
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Annex E.  
Simulator’s Assessment Results 

Simulator’s Assessment Results 
Results obtained for simulator assessment are presented in this appendix. Initially, the results related to 

the simulator’s transitory interval are presented. After that, the results related to the sensitivity to the 

number of simulations, are shown. 
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E.1 Simulator’s Transitory Interval  

The values collected from simulation over time for BBU RCC and AlCC, user satisfaction level, 

efficiency and Cost saving are graphically represented in Figure E.1 to Figure E.3, respectively.  

 
Figure E.1 – BBU1’s RCC and AlCC per second. 

 
Figure E.2 – BBU1’s average fulfilment level per second. 

 
Figure E.3 – Average efficiency per second. 

Moreover, Table E.1 lists the relative deviation percentage given by (4.11) for the RB efficiency in the 

simulation. The relative deviation for each of 𝑛 millisecond simulations is achieved by comparing 𝑋P>$2R 

with the average of all values collected for the total set of simulations as 𝑋$%&.  
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Table E.1 – Values and deviation for a BBU’s RB efficiency per second in various simulation  durations. 

Sim. 
Duration 

[s] 

DL UL 

Average per 
Simulation [%] ∆[%] 

Standard 
Deviation per 
Simulation [%] 

Average per 
Simulation [%] ∆[%] 

Standard 
Deviation per 
Simulation [%] 

60 17.86 0.02 6.9 10.85 0.09 7.13 
120 18.52 0.06 6.58 10.65 0.07 6.44 
180 17.96 0.03 6.04 10.08 0.01 5.96 
240 17.83 0.02 5.83 10 <0.01 5.91 
300 17.71 0.01 5.7 9.76 0.02 5.71 
360 17.54 

<0.01 

5.64 9.94 
<0.01 

5.7 
420 17.45 5.57 9.98 5.67 
480 17.47 5.46 10 5.63 
540 17.41 5.47 10.22 0.03 5.65 
600 17.46 5.55 10.1 0.01 5.58 
660 17.53 5.59 10.19 0.02 5.78 
720 17.56 0.01 5.59 10.28 0.03 5.85 
780 17.61 0.01 5.61 10.23 0.03 5.84 
840 17.63 0.01 5.64 10.2 0.02 5.79 
900 17.53 <0.01 5.65 10.12 0.02 5.75 
960 17.56 0.01 5.67 10.08 0.01 5.74 

1020 17.6 0.01 5.75 10.04 0.01 5.77 
1080 17.66 0.01 5.85 10.07 0.01 5.76 
1140 17.69 0.01 5.84 10.02 0.01 5.75 
1200 17.64 0.01 5.78 10 

<0.01 
5.76 

1260 17.56 0.01 5.72 9.99 5.78 
1320 17.5 

<0.01 
5.69 10.01 0.01 5.79 

1380 17.5 5.68 10.02 0.01 5.76 
1440 17.47 5.67 9.98 <0.01 5.73 
1500 17.45 0 5.66 9.96 0 5.68 

E.2 Sensitivity Analysis as a Function of the Number of 

Simulations 

The results for different sets of simulations for the average RCC, average AlCC, and efficiency are 

depicted graphically in Figure E.4 to Figure E.6, as a function of the number of simulations performed.  

To quantify the variation achieved in the observations, the deviation percentage relative to the average 

of all simulation values, computed from (4.11) for each set of simulations, are presented in Table E.2 to 

Table E.3. 
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Figure E.4 – Average RCC for 𝑛 number of simulations. 

 
Figure E.5 – Average AlCC for	𝑛 number of simulations. 

 
Figure E.6 – Average efficiency for	𝑛 number of simulations.  

Table E.2 – Values and deviation for the BBU’s RB efficiency in several numbers of simulations. 

# Sim. 

Average of 𝜼𝒃,𝒕𝒌
𝑹𝑩𝑩 per second 

DL UL 

Average 
 [%] ∆[%] 

Standard 
Deviation [%] 

Average 
 [%] 

 
∆[%] 

Standard 
Deviation [%] 

1 17.86 0.02 6.9 10.85 0.09 7.13 
2 18.52 0.06 6.58 10.65 0.07 6.44 
3 17.96 0.03 6.04 10.08 0.01 5.96 
4 17.83 0.02 5.83 10 <0.01 5.91 
5 17.71 0.01 5.7 9.76 0.02 5.71 

10 17.46 <0.01 5.55 10.1 0.01 5.58 
15 17.53 <0.01 5.65 10.12 0.02 5.75 
25 17.45 0 5.66 9.96 0 5.68 

𝐶 v
,G O
[ k
l
mn
]

- QQQ
QQQ
QQQ
QQQ
Q  

# Simulations 

𝐶 𝑏
,𝑡 𝑘
[ G
OP
S]

𝐴𝑙BBB
BBB
BBB
BBB
B  

# Simulations 

𝜼 𝒕
𝒌
[%
]

QQQ
QQQ
QQ

 

# Simulations 



 

139 

Table E.3 – Values and deviation for the BBU’s RCC, AlCCs and the resource allocation’s efficiency in 

several number of simulations. 

# 
Sim. 

Average of 𝑪𝒃,𝒕𝒌
𝑹QQQQQQ per second Average of 𝑪𝒃,𝒕𝒌

𝑨𝒍QQQQQQ per second Average of 𝜼𝒕𝒌QQQQ per second 

Average 
	[GOPS] 

 
∆[%] 

Std. Dev.  
[GOPS] 

Average 
[GOPS] ∆[%] 

Std. Dev.  
[GOPS] 

Average 
	[%] ∆[%] 

Std. Dev.  
	[%] 

1 83.29 0.05 26.53 99.31 

<0.01 

0.09 

>0.99 
<0.01 

2 82.62 0.04 23.57 99.32 0.08 
3 80.36 0.01 21.89 99.32 0.08 
4 80.01 0.01 21.68 99.32 0.07 
5 79.09 <0.01 21.07 99.32 0.07 

10 80.29 0.01 20.58 99.32 0.07 
15 80.29 0.01 21.47 99.32 0.07 
25 79.42 0 21.21 99.33 0 0.07 0 <0.01 
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Annex F.  
Traffic Generation 
Traffic Generation 

Results obtained for evaluation of the simulator’s generated samples are presented in this annex.  
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F.1 Generated Samples’ Histogram 

In this subsection the samples generated by the simulator are compared with their associated PDFs. 

The comparison results are presented separately for each single PDF that is used by the simulator. 

• User arrival rate: Given PDF for the users’ arrival rate is a mixture of two normal distributions for 

both residential and business areas, each with distinct parameters that are defined in, Section 4.4.2. 
Frequency of the generated samples are presented in Figure F.1 for residential area. The figures 

histogram is for 50 000 users in the BS per 24 hours in total. The first distribution sample mean is 

10:01AM with the standard deviation of 161min. The second distribution sample mean is 6:02PM 

with the standard deviation of 141min. 

 

 

Figure F.1 – User arrival rate in residential areas. 

With the same considerations, Figure F.2 presents the user arrival rate for business area. The first 

distribution sample mean is 11:01AM with the standard deviation of 94min. The second distribution 

sample mean is 3:01PM with the standard deviation of 95min. 

 

 

Figure F.2 – User arrival rate in business areas.  

• File size in file transfer service: Figure F.3 shows the given file size PDF for file transfer service. 
The samples generated in the simulation are presented in Figure F.4. 
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Figure F.3 – PDF of the file size in file transfer service. Truncated 𝑙𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(14.45, 0.12),𝑚𝑒𝑎𝑛 =

1.996MB	, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 0.7MB	. 

  
(a) Frequency (b) Size 

Figure F.4 – Generated sample for file size in file transfer service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒	 = 	40. 

𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	1.989MB,	𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 	0.69MB. 

• Email file size: Figure F.5 shows the email file size PDF. Based on the given PDF, the samples 
that are generated in a simulation are presented in Figure F.6. 

 
Figure F.5 – PDF of the email file size service. Truncated 𝑙𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(14, 0.09),𝑚𝑒𝑎𝑛 =

	1.256MB	, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛=0.38MB. 

  
(a) Frequency (b) Size 

Figure F.6 – Generated sample for file size in email service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 = 59, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 =

	1.269MB,	𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑜𝑖𝑛 = 	0.383MB. 

• Web browsing service duration: Figure F.7 shows the PDF of web browsing service duration. 
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The sample that are generated accordingly, are presented in Figure F.8.  
 

 

Figure F.7 – PMF of the web browsing duration. 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(420), 𝑚𝑒𝑎𝑛 =

	420s, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 20.49s. 

 

  

(a) Frequency (b) Duration 

Figure F.8 – Generated sample for service duration in web browsing service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 =

10	000, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	420s, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 	20.58s. 

• Web browsing main object size: Figure F.9 shows the web browsing main object size PDF. 

Based on the given PDF, samples generated in a simulation are presented in Figure F.10. 

 
Figure F.9 – PDF of the main object size in web browsing. Truncated	𝑙𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(8.37, 1.88), 𝑚𝑒𝑎𝑛 =

	11	055B, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 25	395B. 

  
(a) Frequency (b) Size 

Figure F.10 – Generated samples for main object size in web browsing service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 =

637, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	12	091B, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 28	149B. 

×10-1 
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• Web number of embedded objects per page: Figure F.11 shows the PDF of number of embedded 

objects per page. Samples that are generated accordingly are presented in Figure F.12. 

 
Figure F.11 – PDF of the number of embedded objects per page in web browsing service. 

Truncated	𝑃𝑎𝑟𝑒𝑡𝑜(1.1, 2), 𝑚𝑒𝑎𝑛 = 7.59, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 10.36. 

  
(a) Frequency (b) # embedded object per page 

Figure F.12 – Generated sample for number of embedded objects per page in web browsing. 

𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 = 637. 𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	7.47, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 10.38. 

• Reading time in web browsing: Figure F.13 shows the web reading time PDF. Based on the given 
PDF, samples that are generated in a simulation are presented in Figure F.14. 

 

Figure F.13 – PDF of the reading time in web 

browsing.	𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙	(0.033),𝑚𝑒𝑎𝑛 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 30s.  

  
(a) Frequency (b) Reading time 

Figure F.14 – Generated sample for reading time in web browsing. 𝑆𝑎𝑚𝑝𝑙𝑒𝑠	𝑠𝑖𝑧𝑒 = 637. 

𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	30.72s, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 31.63s. 
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• Parsing time in web browsing: Figure F.15 shows the web parsing time PDF. Based on the given 

PDF, samples that are generated in a simulation are presented in Figure F.16. 

 
Figure F.15 – PDF of the reading time in web browsing.	𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑖𝑎𝑙	(7.69),𝑚𝑒𝑎𝑛 =

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 0.13s. 

  
(a) Frequency (b) Parsing time 

Figure F.16 – Generated samples for parsing time in web browsing. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 = 637, 

𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	0.13s, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 0.12s. 

• Embedded object size in web browsing: Figure F.17 shows the embedded object size PDF. 

Based on the given PDF, samples that are generated in a simulation are presented in Figure F.18. 

 
Figure F.17 – PDF of the embedded object size in web browsing service.  

Truncated 𝑙𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(6.17, 5.57), 𝑚𝑒𝑎𝑛 = 	8	237B, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 47	307B. 

 
 

(c) Frequency (d) Size 

Figure F.18 – Generated sample for the embedded object size in web browsing. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 = 637. 

𝑆𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	6	373B, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 26	488B. 
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• Video service duration: Figure F.19 shows the PDF of video service duration. The samples that 

are generated accordingly, are presented in Figure F.20. 

 

Figure F.19 – PMF of the video duration. 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(300), 𝑚𝑒𝑎𝑛 = 	300s, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 17.32s. 

  
(e) Frequency (f) Duration 

Figure F.20 – Generated sample for service duration in video service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 = 10	000, 

𝑠𝑎𝑚𝑝𝑙𝑒 𝑚𝑒𝑎𝑛 = 	300.08s, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 	17.34s. 

• Video packet size: Figure F.21 shows the video packet size PDF. Based on the given PDF, 

samples that are generated in a simulation are presented in Figure F.22. 

 

Figure F.21 – PDF of the packet size in video service. Truncated 𝑃𝑎𝑟𝑒𝑡𝑜(1.2, 800),𝑚𝑖𝑛𝑖𝑚𝑢𝑚 =

800B,𝑚𝑎𝑥𝑖𝑚𝑢𝑚 = 1	500B,𝑚𝑒𝑎𝑛 = 1	272B, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑎𝑖𝑡𝑖𝑜𝑛 = 257B. 

  
(a) Frequency (b) Size 

Figure F.22 – Generated sample for packet size video service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 = 	1	485	727, 

𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	1	273B, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑎𝑖𝑡𝑖𝑜𝑛 = 	257B. 
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• Video packets inter-arrival time: Figure F.23 shows the inter-arrival time PDF between video 

packets. Based on the given PDF, samples that are generated in a simulation are presented in 

Figure F.24. 

 

Figure F.23 – PDF of the packet inter-arrival time in video service. Truncated 𝑃𝑎𝑟𝑒𝑡𝑜(1.2, 2.5),

𝑚𝑖𝑛𝑖𝑚𝑢𝑚 = 2.5	𝑚𝑠,𝑚𝑎𝑥𝑖𝑚𝑢𝑚 = 13	𝑚𝑠,𝑚𝑒𝑎𝑛 = 	6.01ms, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 3.59ms	. 

 
 

(a) Frequency (b) Inter-arrival time 

Figure F.24 – Generated sample for packet inter-arrival time in video service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒	 =

	1	485	727. 𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 6.01ms, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑎𝑖𝑡𝑖𝑜𝑛 = 3.59ms. 

• VoIP service duration: Figure F.25 shows the PDF of VoIP service duration. The samples that 

are generated accordingly, are presented in Figure F.26. 

 
Figure F.25 – PMF of the VoIP duration. 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(120), 𝑚𝑒𝑎𝑛 = 	120s, 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 10.95𝑠 

  

(a) Frequency (b) Duration 

Figure F.26 – Generated sample for service duration in VoIP service. 𝑆𝑎𝑚𝑝𝑙𝑒𝑠	𝑠𝑖𝑧𝑒 = 10	000,

𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	120.11𝑠, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 	10.9s. 
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• VoIP inactive state duration: Figure F.27 shows the VoIP inactive state duration PDF. Based on 

the given PDF, samples that are generated in a simulation are presented in Figure F.28. 

 

Figure F.27 – PDF of the inactive state duration in VoIP service. 𝑀𝑒𝑎𝑛 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 5s. 

  

(a) Frequency (b) Duration 

Figure F.28 – Generated sample for inactive state duration for VoIP service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 =

532, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	4.96s, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 4.65s. 

• VoIP active state duration: Figure F.29 shows the VoIP active state duration PDF. Based on the 

given PDF, samples that are generated in a simulation are presented in Figure F.30. 

 
Figure F.29 – PDF of the active state duration in VoIP service. 𝑀𝑒𝑎𝑛 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 5s. 

 

 

(a) Frequency (b) Duration 

Figure F.30 – Generated sample for active state duration for VoIP service. 𝑆𝑎𝑚𝑝𝑙𝑒	𝑠𝑖𝑧𝑒 =

532, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑚𝑒𝑎𝑛 = 	5.13s, 𝑠𝑎𝑚𝑝𝑙𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 	4.94s. 
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F.2 Relative Deviation of the Means and Standard Deviations 

In this subsection, the generated samples of 35 different simulations are analyzed based on the relative 

deviation percentage (4.11). The randomly generated samples’ standard deviation and mean, as the 

approximated values, 𝑋P>$2R ,		are compared with the theoretic standard deviation and mean of the given 

PDF, as the reference values, 𝑋$%&. The results are presented in Table F.1. 

Table F.1 – Average relative deviation of the mean and standard deviation of 35 different simulations. 

Service Parameter 
Average Relative 
Deviation of the 
Mean Value [%] 

Average Relative 
Deviation of the 

Standard Deviation [%] 

VoIP 

User Active Duration  0.03 0.04 

User Inactive Duration 0.02 0.03 

 Service Duration <0.01 0.01 

Video 

Packet Size 0.01 0.01 

Packets Inter-Arrival Time 0.01 0.01 

Service Duration <0.01 0.01 

Web Browsing 

Main Object Size 0.02 0.09 

Embedded Object Size 0.05 0.11 

#Embedded Objects per Page 0.03 0.04 

Reading Time 0.01 0.01 

Parsing Time 0 0 

Service Duration <0.01 0.01 

File Transfer File Size 0.05 0.09 

Email File Size  0.04 0.38 
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