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Abstract 

The evolution of mobile networks and the arrival of 5G technology have sig-
nificantly increased network size and complexity leading to challenges in net-
work management. This thesis addresses machine learning-based anomaly 
detection and root cause analysis in mobile networks while providing infor-
mation of various related topics, such as 4G and 5G networks, quality of ex-
perience, machine learning methods and self-organising networks. The work 
focuses on the limitations of typical mobile network data, mainly the lack of 
labels and the need for expert knowledge and develops an unsupervised ma-
chine learning-based model that can automatically detect network anomalies 
and perform root cause analysis on unlabelled mobile network data.  

The proposed model combines DBSCAN and LSTM AE, and is trained 
and tested using real world 4G network data from a Portuguese telecom op-
erator, NOS. The study shows promise in DBSCAN’s ability to separate nor-
mal network traffic patterns from abnormal, and the ability of LSTM AE to 
learn the daily network KPI behaviour and to detect anomalies based on their 
reconstruction errors. The reconstruction errors also provide insight into the 
individual KPIs mostly contributing to the anomalies, thus the anomalies’ 
root causes.  

The research and findings in this thesis highlight the importance of 
self-healing in self-organising networks and how different machine learning 
models can be used to perform anomaly detection and root cause analysis. 
The obtained results show that anomalies in the available network KPIs do 
not always result in abnormal traffic patterns and vice versa. Consequently, 
it can be derived that DBSCAN based solely on traffic volumes is not an ideal 
method to separate normal network data from abnormal, with the goal of 
finding network anomalies. In addition, the results underscore the im-
portance of high-quality data in terms of sampling rate and the number of 
KPIs, as well as the importance of data analysis in finding patterns on differ-
ent levels of mobile networks. 
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Resumo 

A evolução das redes móveis e a chegada da tecnologia 5G contribuíram sig-
nificativamente para o aumento do tamanho e complexidade da rede, tra-
zendo novos desafios na gestão da rede. Esta tese aborda a deteção de anoma-
lias e análise das suas causas em redes móveis, com base em técnicas de 
aprendizagem automática. A tese aborda diversos temas relacionados, tais 
como redes 4G e 5G, qualidade de experiência, métodos de aprendizagem 
automática, e redes auto-organizadas. O trabalho concentra-se nas lim-
itações inerentes aos conjuntos de dados disponíveis, principalmente a falta 
de informação de classificação das anomalias, assim como a necessidade de 
conhecimento especializado. A tese desenvolve um modelo de aprendizagem 
automática que pode detetar automaticamente anomalias na rede, assim 
como realizar a análise das causas com base em dados não rotulados forne-
cidos por operadores de redes móveis.  

O modelo proposto combina DBSCAN e LSTM AE, e é treinado e 
testado utilizando dados reais de uma rede 4G fornecidos por um operador 
de telecomunicações português, a NOS. O estudo obteve resultados promis-
sores quanto à capacidade de separar padrões de tráfego anormais com base 
no DBSCAN, assim como no que toca à capacidade do LSTM AE para apren-
der o comportamento diário esperado dos KPIs, e assim detetar anomalias 
com base nos erros de reconstrução. Os erros de reconstrução também for-
necem informações sobre os KPIs individuais que contribuem de forma mais 
significativa para as anomalias detetadas.  

Os resultados da tese destacam a importância de self-healing em redes 
auto-organizadas, e a forma como diferentes modelos de aprendizagem au-
tomática podem ser utilizados para realizar deteção de anomalias e análise 
das suas causas. Os resultados obtidos mostram que anomalias nos KPIs da 
rede nem sempre resultam em padrões de tráfego anormais e vice-versa. 
Consequentemente, pode-se concluir que a aplicação de DBSCAN apenas a 
dados sobre volume de tráfego não constitui um método ideal para separar 
os dados normais dos dados anormais, e assim encontrar anomalias na rede. 
Além disso, os resultados destacam a importância de ter dados de elevada 
qualidade em termos de taxa de amostragem e número de KPIs, bem como a 
importância da análise de dados para encontrar padrões de funcionamento 
das redes móveis a diversos níveis. 
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1 Introduction 

Each new generation of mobile networks has introduced numerous new tech-
nologies and enhancements to the previous ones. The first generation (1G) 
mobile networks introduced the first wireless cellular technology marking 
the transition from traditional landlines to voice only mobile networks. The 
second generation (2G) networks brought upon the transition from analogue 
to digital networks and introduced the Short Message Service (SMS). The 
third generation (3G) networks started to widely utilise packet switching, 
leading to higher data rates. The fourth generation (4G) networks enabled 
significant increases in data rates and introduced Voice over Internet Proto-
col (VoIP) service. 

With the advent of the fifth generation (5G) mobile networks, the tel-
ecommunications industry is undergoing another major transformation. 
New mobile networks are characterised by their high-speed data transfer, 
low latency and reliable communications as well as their ability to simulta-
neously provide services to a vast number of devices and different applica-
tions. 5G networks will achieve these advancements through a myriad of rev-
olutionary technologies and solutions. While the innovations in 5G networks 
will drastically reshape the landscape of mobile communications, these im-
provements will also increase the complexity of networks, making network 
management increasingly challenging. 
 Self-organising networks (SON) are designed to reduce the need for 
manual network management allowing for more effective and robust auto-
matic management of cellular networks sometimes even in real-time [1]. One 
of the categories of SONs is called self-healing, to which network anomaly 
detection and root cause analysis (RCA) are integral parts of. Anomaly detec-
tion involves identifying unusual behaviour of the network and RCA is used 
to identify the underlying causes of the anomalies. There is a variety of dif-
ferent types of anomalies, varying from subtle, barely noticeable abnormal 
behaviours to anomalies severe enough to cause public safety hazards. Such 
is the case for instance with network-wide service outages, resulting in dis-
connected emergency calls. Consequently, effectively detecting anomalies 
and repairing their sources can result in better user experience and reduction 
of expenses for the network operator [1]. 
 The development of anomaly detection and RCA methods is closely 
related to that of machine learning techniques, especially deep neural net-
works (DNN). Numerous automatic machine learning-based anomaly detec-
tors in the context of 4G mobile networks have been developed throughout 
recent years. Most of them use simulation data or labelled anomaly datasets. 
However, a major problem with labelled mobile network datasets is their un-
availability. Vast amounts of network data are continuously generated, but 
labelling it is an extremely laborious process often requiring the expertise of 
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network engineers. The lack of labelled data not only hinders anomaly detec-
tion but also poses significant challenges in RCA within mobile networks, 
which is a relatively scarcely studied subject. Moreover, existing solutions of-
ten depend on the insights from network experts during the system's setup 
phase. 
 The primary objective of this work is to design an unsupervised ma-
chine learning-based model with the ability to automatically detect anoma-
lies and to conduct RCA in unlabelled mobile network data, without requiring 
network expert input during the implementation stage. Specifically, the 
anomalies of interest are the ones resulting from network errors, and not for 
example from natural human behaviour. The model is developed through a 
process of experimenting with different models and leveraging data analysis, 
particularly in identifying patterns and correlations within the data. Specifi-
cally, the final model consists of Density-Based Spatial Clustering of Appli-
cations with Noise (DBSCAN) and an autoencoder (AE) incorporating Long 
Short-Term Memory (LSTM) layers. The model is designed to be used by net-
work operators to enhance network performance and reliability. This work is 
centred around a dataset containing unlabelled real-world 4G network data 
provided by a Portuguese telecom operator, NOS. This work aims to answer 
the following questions: 
 

 How can anomaly detection and RCA be performed in the context of 
mobile networks? 

 How can they be performed using only unlabelled data? 
 How will the deployment of 5G networks change the landscape of 

anomaly detection and RCA in mobile networks? 
 
 The work is organised as follows: Chapter 2 provides fundamental in-
formation about essential themes of this work, such as mobile networks (es-
pecially 5G) and machine learning methods. It also presents the concepts of 
anomaly detection and RCA along with an overview of the existing research 
about them. In Chapter 3, a description and an analysis of the dataset used 
for this research are given, and the methodologies chosen for anomaly detec-
tion and RCA are outlined, coupled with the thought process behind their 
selection. The results and the means to verify them are provided in Chapter 
4 along with a critical discussion of the results as well as alternative solutions. 
Finally, the work is concluded and possibilities for future work are consid-
ered in Chapter 5. 
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2 Fundamental aspects 

This chapter gives an overview of the fundamental aspects of the thesis. The 
topics covered in this chapter are mobile networks, their services and appli-
cations, quality of experience, machine learning concepts, self-organising 
networks as well as anomaly detection and root cause analysis and the work 
related to them. 

2.1 Mobile network overview 

It is estimated that around 85% of the world’s population have access to a 4G 
network, while 5G networks are projected to reach the same number already 
by the year 2028 [2]. 5G is an evolution of 4G designed to address the needs 
of an increasing number of devices and new applications in the network. 
While 4G networks are still being implemented and developed and will re-
main relevant for years to come, 5G introduces multiple new technologies 
and implementations. This chapter describes the architectures of both 4G 
and 5G networks and the central technologies enabling 5G. 

2.1.1 4G system architecture 

4G LTE (Long-Term Evolution) networks are packet-switched mobile net-
works composed of two primary components: the E-UTRAN radio access 
network and the Evolved Packet Core (EPC) core network [3]. The radio ac-
cess network (RAN) is responsible for all radio related functionalities, such 
as radio resource handling, while the core network is responsible for other 
essential functionalities that are not radio access related, but are crucial for 
the operation of the network, such as user authentication. User equipment 
(UE) connect to the E-UTRAN, which includes eNodeB-base stations, 
through radio interfaces. The E-UTRAN is further connected to the EPC, 
which features various components depicted in Figure 1. The key compo-
nents and their primary functions within the EPC are outlined below, as de-
scribed in [3]. 
 The Serving Gateway (SGW) is a gateway for incoming user traffic and 
is responsible for routing and forwarding user data. eNodeBs feed user plane 
data to the EPC using the SGW. SGW is connected to the Mobility Manage-
ment Entity (MME) and it forwards user data to Packet Data Network Gate-
way (PGW).  
 The PGW serves as the connection between EPC and Packet Data Net-
work (PDN). It receives user plane data from SGW and forwards it into the 
PDN. 
 The MME is the cornerstone of mobility, session, bearer and authen-
tication management in the EPC. It communicates with the Home Subscriber 
Server (HSS) to acquire information about subscribers. 
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Figure 1: 4G system architecture [4]. 

 
 The HSS is a database that stores information, such as authorities, of 
the mobile operator’s subscribers. 
 Lastly, the Policy and Charging Rules Function (PCRF) determines de-
cisions for policy control and flow-based charging control. 

2.1.2 Standalone vs. non-standalone 5G 

5G networks can be implemented using two distinct architectures: 
standalone and non-standalone, which are displayed in Figure 2. In non-
standalone implementations, 5G is built on top of an existing 4G architec-
ture. This architecture uses both 4G LTE base stations and 5G New Radio 
(NR) base stations in its RAN. However, the core network infrastructure and 
control mechanisms of the network are inherited from 4G, in contrast to 
standalone 5G, where only 5G components are used [5]. 
 

 
Figure 2: Non-Standalone vs. Standalone 5G [6]. 
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Using the non-standalone implementation allows network operators to 
quickly roll out networks with some of the new 5G features on the RAN side, 
such as increased bandwidth. The non-standalone 5G network mainly im-
proves Enhanced Mobile Broadband (eMBB) solutions. However, most of the 
new features of 5G are not available in the non-standalone implementation. 
Standalone 5G networks will feature numerous new functions and features 
to enable Ultra-reliable Low Latency Communications (URLLC) and Massive 
Machine-Type Communications (mMTC) applications such as autonomous 
vehicles and next-generation industrial Internet of Things (IoT) [7]. 

2.1.3 5G system architecture 

Much like the 4G architecture, the standalone 5G architecture also consists 
of two main components: the RAN and the core network. The RAN of 5G is 
called the New Generation Radio Access Network and it consists of gNodeBs 
(5G base stations). The data flow is from user equipment through RAN and 
the User Plane Function (UPF) into the data network or in the opposite di-
rection. Following is the description of 5G core network functions depicted 
in Figure 3 and their main responsibilities listed by 3GPP [8]. 
 

 
Figure 3: 5G system architecture [8]. 

 
 The Access and Mobility Management Function (AMF) is responsible 
for the connection, registration, reachability, and mobility management. 
 The Session Management Function (SMF) is responsible for Protocol 
Data Unit (PDU) session management. A PDU session refers to the data con-
nection between User Equipment (UE) and Data Network (DN). In 4G, the 
MME handles mobility and session management, but in 5G, these two fea-
tures are separated into the AMF and the SMF. 
 The UPF works as an anchor point for traffic coming from the RAN. 
Among other things, it is responsible for packet routing and forwarding. It 
also handles quality of service (QoS) of the user plane as well as policy en-
forcement. 
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 The Unified Data Management (UDM) identifies users and authorises 
access based on subscription data. 
 The Policy Control Function (PCF) controls and manages policy rules, 
like for example QoS enforcement, charging and traffic routing rules. 
 The Application Function (AF) provides session-related information 
to the PCF. The PCF can then manage policy rules to match the requirements 
of that specific session or application. 
 The Authentication Server Function (AUSF) authenticates UE. When 
requested by the AMF, the AUSF interacts with the UDM to obtain user au-
thentication which it then forwards to the AMF. 
 The Network Exposure Function (NEF) allows outside applications to 
communicate with the 5G network. The NEF can for example allow external 
requests or providing of information about events related to UE and network 
analytics. 
 The Network Repository Function (NRF) stores the functionalities of 
each Network Function (NF) in the network. NFs can also discover services 
offered by other NFs present in the network from the NRF. 
 The Network Slice Selection Function (NSSF) selects a set of available 
and appropriate network slices to accommodate a service requested by UE 
and sends it to the AMF.  

2.1.4 Network slicing and virtualisation 

Softwarisation and virtualisation are the main drivers for application-aware 
networks in the 5G era [9]. One of the new features of mobile networks pre-
sented in 5G is network slicing. Unlike the previous versions with one-size-
fits-all type architectures, 5G divides the network into one or more isolated 
and independently controlled logical networks on a common underlying in-
frastructure [9]. Different network slices are based on the unique require-
ments of different services and applications. Network slicing is enabled by 
technologies such as Software-Defined Networking (SDN), Network Func-
tions Virtualisation (NFV), Multi-Access Edge Computing (MEC) and cloud 
computing [9]. Below is an explanation of these technologies.   
 SDN creates a virtualised directly programmable control plane that is 
separated from the data plane and can enforce intelligent management deci-
sions among network functions [9]. SDN makes networks more programma-
ble and simplifies the management of the network. Consequently, network 
operators can respond to rapidly changing network conditions and easily 
manage, configure, and optimise network resources. 
 NFV means the virtualisation of network functions. This means that 
most of the NFs that can be seen in Figure 3 are not implemented in a net-
work as actual physical devices, as was the case with previous network tech-
nologies, but as software processes running on commodity off-the-shelf serv-
ers [9]. The benefits of NFV are that it makes networks much more flexible 
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and enables more straightforward scaling of services to address changing 
customer demands. For example, if the NFs were physical devices, it would 
take a long time to update a physical AMF, but with NFs being virtual and 
programmable, it is a matter of minutes [9]. 
 SDN and NFV are related topics but whereas SDN can be seen as a 
paradigm, NFV is an implementation. Different network slices can have dis-
tinct sets of NFs running as software processes, which are selected and pro-
grammed specifically to accommodate the use case or the service of that par-
ticular network slice. 

Many use cases depend on low latency and reliable communication. 
These types of use cases can be accommodated to their own network slices, 
some of which could further benefit from having computing power closer to 
the data source, such as through MEC. MEC brings data processing close to 
where the data is generated. Edge servers are located on the edges of a net-
work and can be embedded in 5G base stations. Processing data locally re-
duces the need for time-consuming data transfer. This helps to achieve ultra-
low latency, higher throughput and reduction of data transfer costs. Low la-
tency and high throughput in turn increase QoS and quality of experience 
(QoE) and enable applications requiring real-time data transfer [9]. In addi-
tion to local data processing, edge servers also enable local data storage and 
processing as well as security enhancements [10]. The role of MEC in ena-
bling network slicing to accommodate some applications is depicted in Fig-
ure 4. 
 

 
Figure 4: MEC in network slicing [9]. 
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 Each slice in Figure 4 corresponds to an individual application and 
each one communicates with MEC service nodes. Mobile broadband, auto-
motive vehicles and massive IoT are just some of the applications enabled by 
MEC, which can be assigned to their respective network slices. MEC service 
nodes can operate locally inside the edge server or remotely in the cloud [9]. 
 Not all computing can be performed on edge servers. Many applica-
tions do not depend on real-time data transfer, or they just require larger 
computational capacity than is available on edge servers. In these scenarios, 
cloud computing is necessary. Cloud computing refers to computing that is 
performed in a centralised data centre. Cloud servers can have substantial 
computational capacity, so heavy computation or permanent data storage 
can be performed in cloud. Fog computing takes place between cloud and 
edge. Fog servers offer more computing and storage resources to the edge of 
a network and therefore support heavier real-time computing than the edge 
servers [10]. An illustration of cloud, fog and edge computing hierarchy in 5G 
is depicted in Figure 5. 

 
Figure 5: Cloud vs fog vs edge [11]. 

2.1.5 Radio interface 

Radio interface schemes of LTE will remain relevant for NR as well, but with 
the rapid increase in data traffic volumes, the number of connected wireless 
devices and QoS requirements, more intelligent and adaptive solutions are 
required in 5G networks [12]. Many of the new features of NR radio interface 
aim at more efficient use of energy and frequency resources and for lower 
latency communication [13].  
 5G frequency spectrum can be divided into low (< 1 GHz), mid  
(1–6 GHz), and high bands (24–40 GHz) [14]. The use of low bands is neces-
sary in rural areas where base stations are further away from network users 
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as low frequency waves experience smaller propagation loss, meaning that 
they have an increased ability to travel longer distances and pass through ob-
stacles than waves of higher frequencies [15]. For this reason, low bands are 
also useful in providing deeper indoor coverage. Mid-band spectrum offers 
the best compromise between capacity and coverage and are seen as ideal for 
5G, because mid-band waves can travel significant distances while still car-
rying large amounts of data [15]. High band spectrum, also known as milli-
metre wave spectrum, offers substantial bandwidth resulting in extremely 
high data rates required by some 5G applications. However, millimetre waves 
can only travel short distances due to higher propagation loss and poor pen-
etration ability. To compensate for these limitations, dense deployment of 5G 
antennas is required. The frequency bands used may vary by country and re-
gion, but as an example, according to the Finnish radio spectrum regulator 
Traficom [16], the 5G bands currently used by telecom operators in Finland 
are the 2 GHz, 2.6 GHz, 3.5 GHz and 26 GHz bands. 
 Duplexing is a technique that allows continuous radio transmission 
and reception. In general, Frequency Division Duplexing (FDD) is used with 
lower frequencies while Time Division Duplexing (TDD) is used with higher 
frequencies [12]. FDD uses different frequencies for uplink and downlink 
communications while TDD uses the same frequency for uplink and down-
link by having dedicated time slots for transmission and reception. In 5G, 
TDD is preferred over FDD for the mid and high bands due to its spectral 
efficiency and low-complexity implementation [12].  
 Unlike LTE, where each subcarrier is spaced 15 kHz apart, NR sup-
ports flexible subcarrier spacing of 2ఓ × 15 kHz, where 𝜇 =  [0, 1, 2, 3, 4]. 
Flexible subcarrier spacing allows choosing the spacing based on carrier fre-
quency or deployment scenario. Narrow subcarrier spacing such as 15 kHz or 
30 kHz can be used for lower carrier frequencies where cells are larger and 
the available bandwidth is scarce, whereas wider subcarrier spacing can be 
used with higher carrier frequencies where phase noise is a problem, as well 
as with latency-critical services [17].  
 The NR radio frame has a duration of 10 ms and is divided into 10 
subframes. A subframe is divided into 2ఓ slots, each consisting of 14 Orthog-
onal Frequency-Division Multiplexing (OFDM) symbols. The length of a slot 
is determined by the numerology. When using a 15 kHz subcarrier spacing 
(𝜇 = 0), an NR slot has the same structure as an LTE subframe. This is im-
portant for NR devices to work together with LTE devices. NR also introduces 
mini slot transmission, which allows transmission to start at any OFDM sym-
bol and to last only for as many symbols as is needed for communication. 
This is an efficient approach to support low-latency communication as well 
as to minimise interference with other signals [17]. 
 Another important feature of NR is the support of a massive number 
of steerable antenna elements in base stations. With higher frequency bands, 
a technique called beamforming is used to improve spectral efficiency and to 
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minimise interference. In beamforming, multiple antennas are used to direct 
signals into a specific direction. The more antennas are used, the narrower 
signal beam can be achieved. With lower frequencies, massive MIMO-anten-
nas (multiple-input multiple-output) are used together with spatial separa-
tion to increase capacity and to reduce interference [18].  

2.2 Services and applications 

The unprecedentedly high data rates, low latency and large capacity of 5G 
networks open a whole new world of opportunities in comparison to 4G. The 
numerous 5G applications can be divided into three main categories based 
on their requirements: URLLC, eMBB and mMTC [19]. Figure 6 illustrates a 
range of 5G applications and how they are divided into the three application 
scenarios.  
 

 
Figure 6: 5G application scenarios and some applications [20]. 

 
eMBB can be seen as an extension of the LTE broadband and it is the first 
stage of implementing 5G networks. eMBB enables higher data rates and 
lower latency through increased bandwidth, coverage, spectral efficiency as 
well as massive MIMO and beamforming. eMBB use cases are for example 
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cloud gaming and smart office. uRLLC provides ultra-reliable services with 
ultra-low latency to where reliable real-time communication is needed. Ve-
hicle-to-vehicle communication in autonomous driving, as well as automated 
manufacturing, are examples of uRLLC applications. uRLLC is enabled by 
new features, such as edge computing and NFV, which can drastically reduce 
latency. Finally, mMCT enables connections between vast amounts of de-
vices. In mMCT there is normally no need for high data rates or low latency, 
but, instead, it offers coverage and connectivity to a myriad of devices, and 
therefore its use cases include different IoT and smart home applications. 
 5G Services can be divided into guaranteed bitrate (GBR) and non-
guaranteed bitrate [21]. GBR is normally used for critical services which re-
quire real-time communication, thus guaranteeing a minimum level of net-
work performance for these services to function properly. This differentiation 
helps network operators to allocate resources whenever they are insufficient. 
To help separate different services and to prioritise them, different services 
are associated with Quality Channel Indicators (QCI) and priorities. QCI is 
used to distinguish different services by their quality of service (QoS) require-
ments. Lower numbers represent higher QCI classes with QCI 1 being used 
for reference signalling. Priority on the other hand is used to allocate re-
sources within a communication channel. Unlike QCI, the highest number 
indicates the highest priority. This type of unified numbering alleviates net-
work management and optimisation. 
 Resource types (GBR/Non-GBR), QCI classes, priorities as well as the 
maximum delays and packet error rates of different services are presented in 
Table 1. 

 
Table 1: Examples of 5G services [21]. 

Service Resource 
type 

QCI Priority Delay (ms) Packet error 
rate 

Voice GBR 1 2 100 10ିଶ 
Live stream video GBR 2 4 150 10ିଷ 
Real-time gaming GBR 3 3 50 10ିଷ 
V2X-messaging GBR 75 2.5 50 10ିଶ 

Discrete automation GBR 82 1.9 10 10ିସ 
Power distribution GBR 85 2.1 5 10ିହ 

IMS-signalling Non-GBR 5 1 100 10ି 
TCP-based services 
and buffered video 

stream 

Non-GBR 8 8 300 10ି 

Augmented reality Non-GBR 80 6.8 10 10ି 

2.3 Quality of experience 

Network quality is often expressed as QoS. QoS takes network’s measurable 
key performance indicators (KPIs) into account, such as throughput, packet 
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loss and handover success rates. QoS is sometimes used interchangeably with 
QoE in the terminology, but whereas QoS can be seen from the viewpoint of 
a communication system, QoE refers to the experienced quality of a network 
user [22]. While KPIs do affect QoE, it also considers other key quality indi-
cators (KQI) such as the expectations and other psychological factors of the 
user, which allow for a more comprehensive understanding of experienced 
quality [23]. 
 With the recent evolution of mobile communications networks and 
the ever-increasing requirements of different network applications, QoE has 
become of more interest to researchers. Also, mobile network providers are 
becoming more interested in QoE aware network planning which includes 
measuring QoE and developing machine learning-based models for its pre-
diction [23]. This type of QoE approach aims to maximise the experienced 
quality of the network users while maintaining efficient and cost-effective use 
of network resources.  
 A survey, conducted in collaboration between Swisscom and Ericsson 
[24] for 150 network users, shows that for network users the most important 
criteria of evaluation and satisfaction of the network are webpage download 
time and video freezing. Low throughput and high delay in the network can 
also cause user dissatisfaction, but the low QoE resulting from these KPIs is 
becoming rare. This turns out from an extensive study of the QoE of 292 mo-
bile users in a real-world setting reported in [25]. The reason low throughput 
and high delay are becoming lesser problems is due to the increasing quality 
of evolving mobile networks and their ability to provide data to data-heavy 
applications. Consequently, as the traditional network KPIs’ effect on QoE 
decreases, it becomes increasingly more affected by factors that are more dif-
ficult to measure than the typical network parameters. 
 Both [24] and [25] assume that technically more advanced users have 
higher expectations for the network and therefore their QoE might be lower 
than that of less advanced users in the exactly same setting. In [25], machine 
learning models were created to predict users’ mobile QoE and the most im-
portant factor was the user’s smartphone age, which could be seen as an in-
dicator of technological advancement. In addition to this, the used applica-
tion also played a large role in the experienced quality. In [23] the factors 
influencing QoE are divided into four classes illustrated in Figure 7:  
Human-, System-, Context- and Content-related, with the latter one being 
for video applications.  
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Figure 7: Factors affecting QoE. [23] 

 
Considering the wide range of factors affecting QoE, accurate QoE assess-
ment and especially prediction are not trivial tasks. However, according to 
[23], QoE assessment can be performed in two distinct manners based on the 
granularity of available data: subjectively or objectively. Subjective QoE 
needs human feedback from network users, whereas objective QoE assess-
ment concerns only measurable QoS metrics. Subjective QoE assessment is 
generally much more accurate, but objective assessment has the advantages 
of simplicity and flexibility and is therefore much easier to implement. 

2.4 Machine learning concepts 

This subsection describes basic concepts of machine learning. It gives an 
overview of current machine learning paradigms and briefly explains some 
of the most common machine learning models as well as models that are im-
portant for this work. 

2.4.1 Overview of machine learning 

Advancements in machine learning during recent years, especially with the 
introduction of deep learning algorithms, have led to breakthroughs in vari-
ous domains, including anomaly detection. Machine learning is an essential 
part of the data science process, enabling data scientists to create generalisa-
tions and to make predictions from vast and complex datasets. By leveraging 
machine learning methods, data scientists can create more robust models 
performing more accurately than many traditional approaches. 
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 Machine learning relies on large amounts of data, therefore, data sci-
ence is an important aspect of it. Data science includes everything related to 
data. For example, analysis, visualisation and cleaning. A subset of data sci-
ence is mining which is about extracting underlying information and useful 
insights from data [26]. The relationships between artificial intelligence and 
data science concepts are presented in Figure 8. 
 

 
Figure 8: Data science and machine learning overview [26] 

 
Deep learning is a subset of machine learning. Deep learning models, such as 
DNNs, consist of multiple processing layers and are capable of learning gen-
eralisations of data with multiple levels of abstraction. The use of traditional 
machine learning algorithms often requires domain knowledge, especially to 
determine which features of data are useful, whereas DNNs can learn com-
plex non-linear relationships between features without any expert input in 
the feature engineering stage [27]. However, as a trade-off deep learning 
models need considerably larger amounts of data and might lose some of 
their interpretability as the decisions are made automatically by the model. 
Therefore, some DNN-based models operate as “black boxes” that offer little 
to no explanation of why, for example certain features were chosen over other 
features [27]. 

2.4.2 Machine learning paradigms 

Machine learning can be divided into several paradigms based on the type of 
learning task: supervised, unsupervised, semi-supervised, self-supervised 
and reinforcement learning [26]. Supervised learning involves learning from 
labelled data. Supervised machine learning models learn the relationships 
between input data (features) and output data (labels) and can be used to 
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predict labels for new unseen data. Unsupervised learning on the other hand 
involves learning from unlabelled data. Unsupervised models try to find gen-
eralisations or relationships between different features of the data such as 
clusters of data points or outliers [26]. Semi-supervised learning involves a 
partially labelled dataset. It is used to improve one of the two previously men-
tioned tasks by either providing additional data for supervised learning or 
making unsupervised learning more accurate by providing additional insight 
about some of the data points. Self-supervised learning is often considered a 
subset of unsupervised learning, but it also shows characteristics of super-
vised learning [28]. This means that while self-supervised models do not de-
pend on labelled data, they can create objectives or labels for themselves. Re-
inforcement learning is learning by trial and error. It includes an agent that 
receives rewards for its actions and learns to perform the actions leading to 
most rewards [29]. 
 In addition to these paradigms, machine learning processes can be di-
vided into online, offline and active learning, based on how learning is carried 
out [26]. Offline learning trains the model on the entire dataset at once and 
is especially useful when the model is not required to change its properties 
over time. Online learning, on the contrary, is trained incrementally, making 
it useful in scenarios where the most recent data points are crucial; this is 
often the case with time series data, for example. Active learning chooses the 
most useful data points to be labelled by the user and uses them for model 
training.  

The following sections describe some of the most popular traditional 
supervised and unsupervised machine learning methods. In addition, a few 
deep learning models including both supervised and unsupervised learning 
are explained. 

2.4.3 Supervised machine learning methods 

Linear regression is one of the best-known supervised learning algorithms, 
that finds the simplest possible relationship between a set of input features 
and an output, which can be seen as fitting a line to model data [26]. A simple 
example of linear regression can be seen in Figure 9, where two different lines 
are fit to describe data, each in its own way. 
 Logistic regression is a supervised learning algorithm used for linear 
classification, which divides data into different classes by separating individ-
ual data points with a linear decision boundary [26]. In simple terms logistic 
regression draws lines that separates data points into different classes. Lo-
gistic regression classifies data points by determining probabilities with 
which a data point belongs to a specific class.  
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Figure 9: Linear regression [30]. 

 
Naïve Bayes classifier uses Bayes Theorem [31], which is: 

 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 

 
which states the probability of an event A happening given that B has hap-
pened. By using Bayes Theorem, multiple input features can then be com-
bined using the chain rule assuming that every feature is independent from 
each other [32]. Naïve Bayes is used for example in text classification and 
recommendation systems and its advantage is its easy implementation. How-
ever, its assumption of feature independence might be problematic in some 
problems that have dependent features. 

Support vector machine (SVM) is a supervised learning algorithm pri-
marily utilized for classification problems, although it that can also be used 
for regression. SVM can perform linear classification by maximising the mar-
gin of the hyperplane separating two classes of data points. The difference to 
logistic regression is that logistic regression does not try to find the largest 
margin to separate two classes, like on the left side of Figure 10. Another dif-
ference is that SVM can also perform non-linear classification by using the 
so-called kernel trick. This means that it can take non-linear inputs, and map 
them into a high-dimensional feature space where it is then possible to sep-
arate classes with a hyperplane [32].  
 Decision trees represent choices and their consequences in the form 
of a tree [26]. The edges of the tree represent decisions made based on the 
question asked in the decision nodes. Leaf nodes represent the final class or 
decision. Decision trees are a popular supervised learning algorithm and of-
ten used as parts of random forests. Random forests consist of multiple deci-
sion trees and base their classifying decisions on the most common decision 
of the decision trees. Figure 11 illustrates an example of a decision tree. 
 

 ( 1 ) , 
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Figure 10: Support vector machine [33]. 

 

 
Figure 11: Decision tree example [32]. 

2.4.4 Unsupervised machine learning methods 

Principal component analysis (PCA) is a form of unsupervised learning that 
can be used to reduce data dimensionality. It is especially useful when there 
are multiple features in data and a need to reduce their number. PCA con-
verts these possibly correlated features into a significantly smaller set of un-
correlated features. These new features are called principal components, 
which aim to preserve as much of the original variance as possible. PCA 
makes computations more efficient and guarantees that features are uncor-
related but as a trade-off, PCA reduces the interpretability of features [32]. 

Clustering is an unsupervised learning method, which means group-
ing data points into different groups, also known as clusters. Data points in 
the same cluster should be as similar as possible while data points in different 
clusters should be different from one another. Clustering is a commonly used 
technique in machine learning, and it can be used for example in anomaly 
detection. There are a variety of different clustering algorithms. The follow-
ing ones are listed in [34]. 

One of the best-known clustering algorithms is called K-Means. In K-
Means clustering, K centroids are defined and placed somewhere among the 
data. Each data point is then assigned to a cluster based on the Euclidian 
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distance to the nearest centroid. After that, K new clusters are defined based 
on the mean of each cluster. These steps are repeated until no data point 
changes its cluster. K-Means clustering normally assumes roughly spherical 
clusters.  

Sometimes the shape of data is not suitable for a classical clustering 
algorithm such as K-Means. This is the case for example with the two nested 
circles in Figure 12. In this case, another type of algorithm is required. An 
algorithm that could perform accurate clustering in the aforementioned sit-
uation is spectral clustering. Spectral clustering has its roots in graph theory 
but can also be used to cluster data. The steps of spectral clustering are as 
follows:  

1. Create a similarity graph describing the data. A measure of data 
similarity can be for example the Euclidean distance between data 
points on a plane, but sometimes it can be a vague concept where 
domain knowledge often proves helpful.  

2. Create a graph Laplacian from degree and weight matrices derived 
from the similarity matrix. The eigenvectors of the Laplacian ma-
trix are features describing the data.  

3. Based on these features, apply a classical clustering algorithm, 
such as K-Means clustering. 

 

 
Figure 12: Clustering algorithms [35]. 

 
A common characteristic between the aforementioned clustering al-

gorithms is that they need the number of clusters defined before the cluster-
ing. However, this can cause challenges with some data as the desired 
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number of clusters is not always known beforehand. Nevertheless, there are 
alternative clustering methods capable of addressing this problem, such as 
hierarchical clustering. Hierarchical clustering can be executed in a bottom-
up (agglomerative) or in a top-down (divisive) manner. In agglomerative 
clustering, each data point is declared as its own cluster. Similar clusters are 
then combined step by step until a suitable clustering is found. There are 
again numerous ways to determine cluster similarity. Some of the more com-
mon ones used in hierarchical clustering are for example minimum, maxi-
mum and average distance between data points of two clusters, as well as 
Ward’s criterion which measures the increase of sum of squared errors in a 
newly formed cluster. Divisive clustering is the opposite of agglomerative 
clustering where there initially exists only one cluster which is then divided 
into smaller ones. In addition to the advantage of not requiring the number 
of clusters, hierarchical clustering tends to perform well regardless of the 
choice of the similarity metric. Even though the number of clusters is not re-
quired before the clustering, the users ultimately select the number of clus-
ters they want to use. A disadvantage is that hierarchical clustering can be 
quite inefficient and computationally expensive, especially for larger da-
tasets. 

Another clustering method that does not require the number of clus-
ters is density based DBSCAN. Instead, it requires two parameters: MinPts, 
which determines the number of data points required to form a cluster within 
a radius Eps. If a data point does not have at least MinPts neighbours within 
Eps, it is considered an outlier. DBSCAN is useful when the clusters have ir-
regular shapes and when outliers or noise are expected in the data. A more 
detailed description of the DBSCAN algorithm can be found in Section 3.3.3. 

Ultimately, the choice of clustering algorithm depends on data as well 
as on the shapes and sizes of the desired clusters. Some algorithms might 
perform very accurately on a specific type of data while performing poorly on 
another type. Figure 12 illustrates multiple different clustering algorithms 
and how they perform on data of different shapes. 

2.4.5 Deep learning models 

Multilayer Perceptron (MLP) is a feedforward deep neural network typically 
used for supervised learning. It consists of input and output layers and one 
or more hidden layers. The hidden layers consist of individual perceptrons. 
Perceptrons are neurons which combine inputs in a weighted sum [36]. In 
simpler terms, perceptrons are just decision-making units, and the im-
portance of their decisions is indicated by their weights. The outputs of indi-
vidual perceptrons are then determined by a special activation function such 
as ReLU (Rectified linear unit), to introduce non-linearity to the network 
[36]. 
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 In MLP, each layer feeds forward its computed output to the next 
layer. Once the outputs reach the output layer, they are compared to a loss 
function to extract the difference between the model’s predicted output and 
the actual one. Based on these results, the MLP updates the perceptrons’ in-
dividual weights to obtain a better result. This step is called backpropagation 
and represents the “learning step” of the algorithm. The feed forward and 
backpropagation parts are repeated until each individual neuron has con-
verged to a certain extent [36].  

Convolutional Neural Network (CNN) is a special type of deep neural 
network that can learn spatial and temporal dependencies in data and is 
therefore useful for example in processing images and time series data. Much 
like MLPs, CNNs, displayed in Figure 13, also consist of input and output 
layers as well as series of hidden layers, which include convolution and pool-
ing layers as well as one or more fully connected layers. Each of these layers 
have their own specific functionalities. For example, convolution layers can 
detect different features of the image, such as edges or colours, while pooling 
layers summarise this information by combining different features. Finally, 
fully connected layers are used for data classification. The fully connected 
layers form a feed-forward network, which can be for example an MLP [26]. 
 

 
Figure 13: An example of a CNN [37]. 

 
Another type of deep neural network is the Recurrent Neural Network 
(RNN). RNNs are specifically useful for learning sequential data and the re-
lationships between consequent data points. Typical feed-forward networks 
are designed for data points that are independent of each other, but RNNs 
are useful for data where a data point depends on the previous data points. 
Examples of these situations are natural language processing and time series 
data. Much like the previously mentioned networks, RNNs also consist of 
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input, output and hidden layers. However, in RNNs the hidden layers have 
recurrent connections between each other [26].  

RNNs are known to suffer from the so-called vanishing gradient prob-
lem, which can make the learning of the network very slow or stop completely 
[38]. Another problem that sometimes arises with RNNs is the problem of 
capturing long-term dependencies. LSTM networks are specific types of 
RNNs designed to overcome these issues [38]. An alternative to LSTMs is 
Gated Recurrent Unit (GRU), which is known to perform even better than 
LSTMs for smaller datasets due to its simpler structure [39]. 

In recent years, Graph Neural Networks (GNNs) have become a prom-
ising method to be used for example in classification, clustering and link pre-
diction of graph-structured data in various fields, such as natural and social 
sciences as well as traffic networks [40]. GNNs assume that each node is af-
fected by its neighbours’ states and therefore could be used to model time 
series data from multiple different sensors monitoring the same system [41]. 
The four steps of designing a GNN according to [40] are:  

1. Finding a graph structure.  
2. Specifying graph type for example whether the graph is directed 

and homogenous or not. 
3. Designing the loss function based on the task and training type 

such as node-level clustering in an unsupervised setting. 
4. Building the model using computational modules, such as the pre-

viously mentioned convolutional, recurrent and pooling layers. 
AEs are DNNs or NNs (Neural Network), which consist of an encoder 

compressing data, and a decoder reconstructing the compressed data to best 
match the input. The difference between the reconstructed data and input 
data is called reconstruction error. AEs are some of the best-known deep un-
supervised learning models, but due to their objective of minimising the re-
construction error, they can be considered to belong also in the category of 
self-supervised learning. The representations that AEs learn to model data in 
a compact manner are useful especially for dimensionality reduction. How-
ever, AEs can also be used for detecting anomalies by being trained only with 
normal data which would then lead to high reconstruction error for anoma-
lies [42].  

AEs aim to generate similar reconstructions for similar inputs, but 
Variational Autoencoders (VAE) reconstruct data matching the probability 
distribution of data, which can be useful to model for example non-stationary 
time series data, such as data containing seasonal variation [39]. An example 
of an AE is displayed in Figure 14. AEs consist of neurons and hidden layers 
just like other NNs, but a way to think of them is as two distinct NNs, the 
encoder and the decoder. Despite models like MPLs, CNNs and RNNs being 
typically used for supervised learning, they can also be employed in unsuper-
vised settings, such as in the encoder and decoder of AEs. 
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Figure 14: An example of an autoencoder [43]. 

2.5 Self-organising networks 

As mobile networks are evolving, there is an ever-increasing need for intelli-
gent network management solutions to accommodate for rising amounts of 
traffic, increasing number of devices and emergence of new applications. 
Traditionally, network planning and optimisation has been performed by 
manually adjusting thousands of BS-parameters and continuously monitor-
ing networks. This requires skilled professionals for monitoring and fixing 
problems in the network, which is expensive, time-consuming and error 
prone. Self-organising networks (SON) are agile and autonomous networks, 
which are designed to reduce the need for manual network management in 
mobile networks.  

The development of SONs is closely related to that of machine learn-
ing techniques, which can allow for more effective and robust managing of 
complex networks in real-time [44]. Also known as self-x functions, SONs 
can be divided into three categories: self-configuration, self-optimisation and 
self-healing [1].  

Self-configuration means automatic configuring of network equipment 
parameters such as operational, radio and neighbour cell list parameters of 
base stations [1]. Self-configuring can happen when new equipment is added 
into an already operable network or when the network is in need of reconfig-
uration after recovery.  

Self-optimisation is a SON function, which means continuously moni-
toring and adjusting network parameters to assure that the network is func-
tioning as efficiently as possible [1]. Self-optimisation covers for example op-
timisation of caching commonly accessed data at base stations, addressing 
the trade-off between coverage and capacity, mobility prediction, and load 
balancing as well as optimisation of resources and handover parameters. In 
addition, self-optimisation might also perform coordination of different 
SON-functions as sometimes there might be a conflict of interests such as 
between minimising interference and maximising capacity.  

The third function of SONs, and the focus of this thesis is self-healing. 
Network fault detection, fault classification and cell outage management are 
examples of self-healing. Self-healing procedures have traditionally been 
triggered by manually monitoring the network or relying on fixed thresholds 



 

23 

of network KPIs. With the help of new machine learning techniques, SONs 
can automatically detect anomalies, and in some cases, even predict them 
already before they lead to any more significant errors. This marks a para-
digm shift from reactive to proactive self-healing [1]. After an anomaly has 
been detected, its root causes must be identified. This procedure is called 
fault classification or root cause analysis, and it is an important step in order 
to take the correct actions to fix the problem.  

SONs can be deployed in different architectures, such as centralised 
SON (C-SON) and distributed SON (D-SON) depending on where the com-
putational and decision-making processes occur. They are already being used 
around the world, resulting in reduced operational and capital expenses as 
well as improvements in network performance [44].  

2.6 Anomaly detection and root cause analysis 

Anomaly detection is the process of detecting unexpected behaviour from 
data and is often used for multivariate time series data across a myriad of 
different fields. Multivariate time series data refers to data that has multiple 
features and is collected over constant intervals of time. An example of mul-
tivariate time series data is mobile network data, which includes multiple 
network KPIs collected from base stations over a period of time. Anomalies 
in time series data can be divided into point, contextual, and collective anom-
alies [45]. Point anomalies are often caused by noise or errors in system op-
eration and are single data points clearly differing from the rest of the data. 
Contextual anomalies do not normally stand out as clearly as point anomalies 
but can be labelled as anomalies based on the context, they appear in. Exam-
ples are a normal mobile network traffic pattern of a weekend on a weekday, 
or a traffic peak in the middle of the night. Lastly, the behaviour of individu-
als might not be anomalous inside their own group, but the behaviour of the 
group might be anomalous when compared to other groups. These types of 
anomalies are called collective anomalies. 

Some of the more traditionally used anomaly detectors, such as statis-
tical, threshold, linear and distance-based methods, as well as even some ma-
chine learning methods, such as SVMs, are facing challenges in detecting 
anomalies in complex data where dimensionality is high and labelled data 
points are scarce [45]. To address these challenges, new DNN-based anomaly 
detectors have been developed in recent years. Figure 15 shows the results of 
[46] comparing conventional, machine learning and DNN-based methods for 
anomaly detection on five well-known multivariate time series datasets, from 
a variety of different fields. While the F1 scores of all method groups indicated 
by different colours are in close proximity to each other, DNN-based methods 
seem to have a slight edge over the other two on most of the datasets. 
 While DNNs have been achieving better results recently throughout 
many applications including anomaly detection, it should still be kept in 
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mind whether a DNN is viable or even needed for some problems. DNNs are 
known to require vast amounts of data for training, which can be computa-
tionally heavy. The five datasets used for comparison in [46] contain between 
27 and 123 features, hence datasets with fewer features might turn out not to 
require DNNs. Also, the nature of the anomalies should be considered. From 
the five datasets, Water Distribution (WADI) [47] contains contextual anom-
alies and therefore could experience better results with the use of DNNs [46]. 

 

 
Figure 15: Comparison between F1 scores of anomaly detection method 

groups on five datasets [46]. 
 
 When anomalies are detected, their cause should be determined. The 
process of discovering the specific reason behind the anomaly is called root 
cause analysis. Root causes are precise underlying causes that can be identi-
fied and fixed [48]. Finding the root cause is important especially in mobile 
networks in order to repair the fault that might affect the network used by 
thousands of people and to prevent the recurring happening of the fault, ul-
timately resulting in higher QoE for the network users. 
 Mobile network RCA has traditionally relied on the diagnosis of net-
work experts examining alarms, KPIs, and configuration parameters [49]. 
Despite RCA being a common task performed by network operators, public 
datasets with network faults labelled by their root causes are rare [50]. More-
over, mobile networks are unique and might exhibit faults that are distinct 
from other networks, therefore emphasising the use of expert knowledge to 
discover the characteristic faults of a specific network [49]. These aspects 
make the use of supervised learning methods difficult, hence shifting the fo-
cus of automatic RCA towards unsupervised learning. 

2.7 Related work 

Anomaly detection is a popular research area and new solutions are contin-
uously developed. The evolution of machine learning techniques empowers 
researchers with tools to detect anomalies with unprecedented speed and 
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accuracy. In what follows, an overview of some of the most promising general 
machine learning-based anomaly detection models that could in theory be 
deployed in any field is provided. Anomaly detection models and RCA solu-
tions designed specifically for mobile networks are discussed further.  
 A comparison of multiple popular DNN-based anomaly detection 
models is carried out in [45], by using three different anomalous multivariate 
time series datasets: WADI, Secure Water Treatment (SWaT) [51] and Mars 
Science Laboratory Rover (MSL) [52]. The datasets have different numbers 
of data points, features and anomaly rates. WADI has 123 features, which 
more than doubles the number of features in the other two datasets. 
 Table 2 contains the best performing anomaly detection models in 
terms of F1-scores from [45]. AE-based USAD [42] performs well on the MSL 
dataset, but weaker on WADI. GNN-based GDN [41] was more consistent on 
all datasets and with an F1 score of over 85 on each dataset. Noteworthy is 
that GRU and VAE-based OmniAnomaly [39] received the highest precision 
of all models on SWaT and the highest recall on WADI, but the F1-score was 
not among the highest for either one. This goes to show that it is difficult for 
a model to universally detect anomalies in different contexts, as the perfor-
mance is highly dependent on the dataset used. Other above average models 
were RNN-based THOC [53] and GNN- and transformer-based GTA [54]. 

The clearest difference in the F1-scores can be seen in the WADI-da-
taset between the graph-based models (GTA and GDN) and the rest. The au-
thors of [45] believe that the reason is the high dimensionality of the WADI 
dataset and the fact that graph-based models do not perform dimensionality 
reduction. The models that do, might lose some important features, that 
leads to lower F1-scores. The graph-based models also slightly outperform 
the others on the SWaT dataset. The authors state that SWaT, as well as 
WADI have some features that correlate with each other and therefore the 
graph-based models, which are able to learn the graph structure between fea-
tures, are more effective. 
 

Table 2: Anomaly detection models’ F1-scores on three datasets [45]. 
Model F1 on SWaT F1 on WADI F1 on MSL 

OmniAnomaly 86.67 41.74 89.90 
USAD 84.60 42.96 92.72 
THOC 88.09 50.59 89.06 
GTA 91.34 83.76 91.10 
GDN 93.59 85.52 90.33 

 
 The models discussed above are general anomaly detection models 
that can be used to detect anomalies in multivariate time series datasets re-
gardless of the field. Anomaly detection specifically in the context of mobile 
networks also has its fair share of literature from recent years. For example, 
[55] tries to capture the spatial and temporal nature of LTE RAN data by us-
ing a model that combines the strengths of capturing spatial dependencies of 
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CNNs and capturing temporal dependencies of LSTMs. Then, together with 
AE-based feature selection, a decision tree model is used to classify cells into 
normal or anomalous classes. LSTMs are also utilised in [56] to capture tem-
poral dependencies and combined with an AE, to detect anomalies based on 
the reconstruction error. Autoencoder is used also in [57], where the non-
stationary nature of mobile data is considered with a VAE-based model re-
quiring significantly fewer computing resources while compromising only 
two percents in the F1-score when compared to OmniAnomaly. However, the 
comparison was done using only one dataset. A custom NN is designed in 
[58] to consider the effect of more than one fault happening simultaneously 
in an LTE RAN. A more statistical approach is taken in [50], where the Chi-
squared test is used to statistically detect anomalous network cells based on 
different traffic profiles (weekday, weekend, rural). Another method not re-
lying on deep learning is experimented in [59], where a more user-centric 
approach is taken and a mapping between network KPIs and QoE is created. 
The authors use a Classification and Regression Tree (CART) to predict QoE 
score within base stations. If the score is below a threshold, an anomaly is 
detected, indicating a dysfunctional base station. 
 As seen before, GNN-based models have shown promise as general 
anomaly detection models. However, GNNs are a rather new technology, and 
have not been widely used in mobile anomaly detection publications. A re-
cent paper published in 2023 by [60] uses a graph-based approach to detect 
anomalies from call detail records (CDR) in a supervised setting. The pro-
posed method captures the spatial dependencies between different cells of a 
cellular network by using a Graph Convolution Neural (GCN) network. The 
GCN network is a CNN which considers the dependencies in a graph-struc-
tured cell network. The GCN module is combined with three LSTM modules. 
Each LSTM module operates on a different temporal scale with the goal of 
capturing hourly, daily and weekly dependencies of the data. Although ap-
plied only to a simple CDR dataset which does not include many typically 
used network KPIs, the results are promising and encourage further research 
on GNN-based solutions for mobile anomaly detection. 

It should be noted that many research papers are using a network sim-
ulator to acquire network data, since real world operator data can be difficult 
to come by. This is the case in [50], [55] — [58], [49] and [60]. Even if re-
searchers are able to obtain labelled real-world data, it is usually very unbal-
anced, meaning that most of the time the network is functioning normally 
and anomalies occur rarely [60]. The imbalance between normal and abnor-
mal data can make model training difficult [45]. In [60], this problem is tack-
led by using a generative adversarial network (GAN) to generate artificial 
data points similar to real-world data. In addition, data undersampling, 
where data points clearly far away from the time of appearance of anomalies 
are removed from training data, as well as penalised classification, where the 
classifier is additionally penalised for classifying an anomaly point as normal, 
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are considered in [55]. Arguably the greatest challenge in real world network 
data is the lack of data labels, meaning the ground truth behind anomalies, 
for model training [54]. The lack of labels significantly limits the available 
approaches, especially supervised machine learning methods, and reduces 
the interpretability of the results. Therefore, “manually” labelling data points 
is used in some work. For example, in [61] data points with a Euclidean norm 
larger than the norm of standard deviations are labelled as anomalies. In 
[62], mobile network KPI dataset is labelled with user QoE values extracted 
from user throughput and handover success rate. This approach based solely 
on a few KPIs to estimate QoE might turn out not to be the most accurate, 
considering that QoE estimation requires lots of information as discussed in 
Section 2.3. The wide range of different applications with different through-
put requirements also restricts the use of fixed value thresholds. 
 The lack of labels mainly affects supervised learning methods, making 
unsupervised learning particularly useful in cases with large amounts of un-
labelled data [1]. Clustering techniques are used in [63] and [64] to detect 
anomalies based on user activity from CDR data. Both use the same dataset 
with one-hour and 10-minute aggregation intervals respectively. Although 
anomaly detection from CDR using only user activity mainly provides infor-
mation about users’ behaviour and might not reveal faults in the network, 
these papers show the effectiveness of simple clustering algorithms (agglom-
erative and K-means) in finding simple anomalies in aggregated time series 
data. 
 Agglomerative clustering is used also for RCA in [55], where the au-
thors try to group anomalies caused by the same problem into the same clus-
ter. While this approach does not require data labels, it does require a net-
work expert to determine the root cause label for each cluster. A similar, yet 
more complex solution is presented in [49], where the authors use a Self-
Organising Map (SOM) to transform high-dimensional KPIs into a more sim-
plified form. Next, Ward’s hierarchical clustering is used to cluster the sim-
plified data into clusters corresponding to different root causes. The authors 
ensure that the different clusters represent different faults by comparing 
each cluster’s statistical properties with the Kolmogorov–Smirnov test. Net-
work experts are needed to label the clusters with their root cause labels in 
the training phase, but in the exploitation phase the system compares the KPI 
statistics to those labelled in the training phase and is automatically able to 
determine the most probable root cause. 

In addition to unsupervised clustering, in [55] a supervised decision 
tree approach is used to classify anomalies under different root cause labels 
generated by network experts, including too late handover and excessive an-
tenna tilt. Decision tree structure is used also in [57], where anomalous data 
points are labelled with an anomaly score calculated from their KPIs. A 
boosting tree classifier then uses the list of anomaly scores to classify the 
anomalies to match one of six different root causes. The effect of multiple 
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faults happening simultaneously is considered in [58] with the use of super-
vised NNs trained to detect specific root causes. However, only three root 
causes were considered, two of which, excessive antenna uptilt and downtilt, 
cannot happen simultaneously. Another supervised method, Naïve Bayes 
classifier is used in [50] to express the uncertain root causes in terms of prob-
abilities. 

Example root causes considered for example in [50] and [49] are ex-
cessive antenna downtilt or uptilt, coverage hole, inter-system interference, 
too late handover and cell outage. Examples of network KPIs used are refer-
ence signal received power, reference signal received quality, handover suc-
cess rate, signal to interference plus noise ratio, distance between user and 
base station, and average user throughput. All discussed papers address 
anomaly detection and root causes analysis in 4G LTE networks. 
 It is evident that there is a multitude of different approaches to con-
duct anomaly detection and RCA in the context of mobile networks. The 
choice of the approach depends on multiple factors including labels, the size 
and features of dataset, as well as available computational resources. Other 
considerations include the trade-off between missed anomalies and false 
alarms, whether proactive or reactive anomaly detection is required, whether 
the data is processed in sliding windows or incremental updates, and whether 
to use online or offline training [45]. 
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3 Research material and methods 

This chapter describes the implementation of a machine learning-based 
model to detect anomalies from unlabelled mobile network data and to auto-
matically determine the anomalies’ root causes. The used data is explained 
with data analysis and the specific steps to conduct anomaly detection and 
root cause analysis are explained under methodology. 

3.1 Dataset description 

The dataset used in this work includes mobile network KPIs collected during 
a period of over 6 months of network traffic from 25 LTE cells in the 4G radio 
access network of a Portuguese telecom operator, NOS. The data collected 
from one of the base stations is from the period of 13.9.2022 – 15.3.2023 and 
the data from the remaining 24 cells is from 3.12.2022 – 6.6.2023. The data 
from the earlier period is from a BS called CEIRA_LTE_MCO001B2. The de-
cisions regarding the system architecture and the used models are based on 
the data analysis and the observed results of this BS, even though the model 
parameters are set individually for each of the 25 BSs. Consequently, 
CEIRA_LTE_MCO001B2 can be viewed as a training dataset and will be re-
ferred to as the training BS. The KPIs along with their descriptions and units 
are presented in Table 3. 
 

Table 3: Network KPIs. 
Abbreviation Network KPI Description Unit 

USERS Average number of users Average number of simultaneous UE. - 
PRB_DL PRB DL average usage rate Average physical resource block utili-

sation in downlink direction. 
% 

PRB_UL PRB UL average usage rate Average physical resource block utili-
sation in uplink direction. 

% 

HSR_INTRA HSR intra frequency Handover success rate of intra-fre-
quency relations. 

% 

HSR_INTER HSR inter frequency Handover success rate of inter-fre-
quency relations. 

% 

CELL_DL_TP Cell DL average throughput Average cell data throughput in 
downlink direction. 

kbps 

CELL_UL_TP Cell UL average throughput Average cell data throughput in up-
link direction. 

kbps 

USER_DL_TP User DL average throughput Average user data throughput in 
downlink direction. 

kbps 

USER_UL_TP User UL average throughput Average user data throughput in up-
link direction. 

kbps 

TVD Traffic volume data Traffic volume of data services. MB 
CA_TP Carrier aggregation through-

put 
Total throughput using carrier aggre-

gation. 
kbps 

CQI Average CQI Average Channel Quality Indicator. - 
TIME_ADV Average timing advance Average distance from UE to the 

base station. 
- 
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 Individual data points in the dataset describe hourly aggregated net-
work KPI-values. Aggregation here means the average over an hour in all the 
KPIs except for traffic volume data (TVD) and carrier aggregation through-
put (CA_TP), where the values are the sums over an hour. 
 KPIs are calculated using data from multiple counters provided by 
network device vendors. The counters are located at the eNodeB base stations 
of the LTE network and are collecting data of the traffic going through BSs. 
Each BS consists of three 120-degree sectors, each containing three cells. Dif-
ferent cells represent different frequency bands. Most of the BSs use the 800, 
1800 and 2100 MHz bands, but there are some exceptions, such as the 
2600 MHz band being used. As a result, the dataset contains 25 (base sta-
tions) × 3 (sectors) × 3 (cells) × ~190 (days) × 24 (hours) > 1 000 000 data 
points. For better understanding the organisation of the dataset, a table of 
the cells based on sectors and frequency bands is provided in Table 4. In ad-
dition, a sample of five hours of the network KPIs is available in Table 5. 
 
Table 4: Organisation of cells based on the sector and the frequency band.  
 Sector 1 Sector 2 Sector 3 
800 MHz Cell 1 Cell 2 Cell 3 
1800 MHz Cell 4 Cell 5 Cell 6 
2100 MHz Cell 7 Cell 8 Cell 9 

 
Table 5: Five-hour sample of the dataset. 

 

 

 
 
 

timestamp ltecell_name users_avg prb_dl_usage_rate_avgprb_ul_usage_rate_avg
10/16/2022 0:00 CEIRA_MCO001N1L0826.1125 58.06877056 5.996893889
10/16/2022 1:00 CEIRA_MCO001N1L0824.89167 32.52273444 3.633177778
10/16/2022 2:00 CEIRA_MCO001N1L0823.04583 28.27058111 1.903409444
10/16/2022 3:00 CEIRA_MCO001N1L0819.08889 13.75593611 1.230778889
10/16/2022 4:00 CEIRA_MCO001N1L0818.15278 12.67761333 3.197061111
hsr_intra_freq hsr_inter_freq cell_throughput_dl_avgcell_throughput_ul_avguser_throughput_dl_avg

100 100 14219.4382 774.2674005 9616.047041
94.73684211 100 12499.60991 842.0447237 12016.66382

100 100 15081.95852 903.2913717 15691.89558
100 100 12130.93938 590.8063301 12421.5761

90 100 9683.548865 793.5256017 9247.721016
user_throughput_ul_avgtraffic_volume_data tp_carrier_aggr cqi_avg time_advance_avg

1016.256597 4324.145375 19547.72104 8.05444 5327.901122
1903.046637 2387.203625 28378.63933 8.29886 8484.626783
2958.047233 2259.9655 37158.02291 8.4099 6396.841882
1076.259918 1024.6125 7942.526422 9.14352 7112.94462

1382.53223 792.708625 29028.22423 8.71464 4911.903246
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3.2 Data analysis 

As with any data driven approach, a comprehensive data analysis is needed 
to understand the nature of data and the underlying patterns and dependen-
cies between different features of it. Data visualisation, feature correlation 
and data grouping are methods that, when used together with domain 
knowledge, can help discover useful insights. These insights can further be 
used for first, understanding data, and secondly, to help detect anomalies. 

Pearson correlation coefficients [66] between different KPIs in differ-
ent sectors of a BS are calculated according to: 
 

𝑟 =  
𝐶𝑂𝑉(𝑋, 𝑌)

𝜎𝜎
 

 
where X and Y are time series of different KPIs, 𝐶𝑂𝑉(𝑋, 𝑌) is the covariance 
between X and Y, 𝜎 is the standard deviation of X, and 𝜎 is the standard 
deviation of Y. It is noteworthy that KPIs can correlate to each other differ-
ently in different sectors. For example, Figure 16 shows a correlation of 0.4 
between USERS and TVD in sector 2, whereas Figure 17 shows a correlation 
of 0.8 between the same KPIs in sector 3 of the training BS. This means that 
sector 2 has more factors affecting traffic volume than just the number of 
users, such as for example the nature of data services used. Correlations be-
tween KPIs of sector 1 are presented in Figure 18, and they are also unique. 
Correlation analysis can be helpful in finding the relationships between dif-
ferent KPIs, which can be useful especially when performing RCA.  
 

 
Figure 16: KPI-wise correlations in sector 2 of the training BS. 

( 2 ) , 
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Figure 17: KPI-wise correlations in sector 3 of the training BS. 

 

 
Figure 18: KPI-wise correlations in sector 1 of the training BS. 

 
In addition to differences in correlations, different sectors can exhibit dis-
tinct characteristics such as variations in traffic patterns. These distinctions 
are a result of sectors facing towards different geographical regions. Several 
studies have investigated the characteristic behaviours based on 
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geographical location. For example, [67] identifies five different traffic pro-
files in the urban environment: residential, office, transportation, entertain-
ment and comprehensive (for the areas with mixed profiles). Typically, the 
geographical areas do not fully correspond to a single profile, but rather con-
tain characteristics of multiple profiles. 

Traffic volume patterns displayed in Figure 19 show a dominant pro-
file of a residential area in sector 1, whereas Figure 20 shows a dominant pro-
file of an office area in sector 3. Sector 2 on the other hand, as illustrated in 
Figure 21, does not fully match any of the known traffic profiles, and there-
fore most likely consists of a mix of several of them. Notably, some sectors 
have completely different behaviours on working days and during weekends. 
Especially, the office area in sector 3 displays lots of variance between work-
ing days and weekends. As the sector is oriented towards an office area, the 
weekdays have a traffic peak during the day, whereas on weekends the traffic 
pattern resembles more that of a residential area with the peak occurring 
closer to midnight. While the patterns between different sectors may vary, 
the three cells within a sector usually exhibit similar patterns. 

 
 

 
Figure 19: Average weekday and weekend traffic patterns in sector 1 of the 

training BS. 
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Figure 20: Average weekday and weekend traffic patterns in sector 3 of the 

training BS. 
 

 
Figure 21: Average weekday and weekend traffic patterns in sector 2 of the 

training BS. 
 



 

35 

 The variations between weekdays and weekends can also be observed 
from Figure 22. In addition, the figure provides a rationale for grouping the 
individual cells within each sector by aggregating their values. This is based 
on the fact that even though cells are using different frequency bands, they 
are still facing the same direction, and are therefore affected by the same traf-
fic patterns. Even though the traffic patterns seem to be relatively similar, 
there are some differences between cells, including those in traffic volume, 
which can stem from the network’s configuration. Various frequencies, for 
instance, might be allocated to different types of services and ranges. How-
ever, grouping the frequency bands within each sector simplifies matters by 
reducing the number of variables, making the model outlined in the subse-
quent sections more manageable. 
 

 
Figure 22: Average daily TVD of different cells of the training BS. 

 
The key takeaways from the data analysis are the factors that significantly 
affect the design of the developed model. To summarise the data analysis 
part, the dataset can be condensed to a sector-level analysis instead of a more 
granular cell-level examination. Reducing the dataset any further is not fea-
sible, given the differences in traffic patterns and KPI correlations between 
different sectors. Finally, the data displays large variations in patterns be-
tween weekdays and weekends. 
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3.3 Methodology: Anomaly detection and RCA 

This subsection presents the main idea and initial considerations behind the 
developed model and describes the individual steps that need to be taken to 
build it. 

3.3.1 Initial Considerations 

The anomaly detection and root cause analysis system for unlabelled mobile 
network data consists of data preprocessing and unsupervised learning 
methods, DBSCAN [68] and LSTM autoencoder [69]. The system pipeline is 
depicted in Figure 23. 
 

 
Figure 23: Anomaly detection and RCA system pipeline for unlabelled mo-

bile network data. 
 
 The core idea is to train an LSTM autoencoder model to identify nor-
mal network behaviour. By using a labelled dataset, where normal traffic is 
already separated from anomalies, the training process would be very 
straightforward, but as the dataset in use is unlabelled, an alternative ap-
proach of separating normal data from anomalous data is required. 

DBSCAN is used to separate full days (24 hours) of network data into 
normal and abnormal clusters, resulting in a set of days containing only typ-
ical traffic patterns. The days where the traffic pattern is atypical are consid-
ered abnormal. The abnormality in the traffic pattern can be the result of net-
work issues, but it can also be caused by natural human behaviour, such as 
holidays or events, which are outside the scope of this work. For this reason, 
DBSCAN is not used as the final anomaly detector, but rather a step to obtain 
a set of normal days, which are then used to train the LSTM AE. 

In addition to anomaly detection, the LSTM AE model is used also in 
automatic RCA. The KPI-wise reconstruction errors generated by the AE, are 
used to indicate the most probable root causes of each anomaly. For clarity, 
the term abnormal day is used to refer to the atypical days from DBSCAN, 
and the term anomalous day is used to refer to the days flagged by LSTM AE.  
 The work has been conducted using the Python programming lan-
guage and its libraries. A list of the main libraries and software along with 
their versions is available in Table 6.  
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Table 6: Main libraries used. 
Software Version Usage 

Python 3.11.2 Programming language 
Pandas 1.5.3 Data structure and data processing 
Keras 2.12.0 LSTM AE 

Tensorflow 2.12.0 Used in Keras 
Scikit-learn 1.2.2 DBSCAN, NearestNeighbors and StandardScaler 

Numpy 1.23.5 Mathematical operations and data structures 
Kneed 0.8.2 Locating the knee point for DBSCAN 

Seaborn 0.12.2 Visualisation 
Matplotlib 3.7.1 Visualisation 

3.3.2 Data preprocessing 

Data preprocessing is an essential part of any machine learning pipeline to 
guarantee that the data used is clean and consistent for training models. Out-
lier removal is often a step performed in the preprocessing part, but with 
anomaly detection, outliers are the points of interest and therefore they 
should not be removed. The preprocessing of the data consists of the follow-
ing three steps: 
 

1. Data sampling: 
 
The design choices for data sampling are based on the data analysis 
part. Each base station is divided into three sectors. A separate dataset 
is created for each sector where the hourly KPIs are now aggregated 
from the three cells within the sector. The hourly data is divided into 
individual days: 24 hours from 01:00-24:00. 
 

2. Data filtering: 
 
In the filtering part, if a day is not full, for example, if it is missing 
some hours of data, it will be filtered out because missing hours 
proved to have a large effect in the performance of the autoencoder. 
The resulting dataset contains only full days of mobile network KPIs, 
meaning that they include 24 hourly values of each KPI. 
 

3. Data scaling: 
 
In the scaling phase each KPI is scaled individually using standard 
scaling [70], where the scaled value for each data point is calculated 
using: 
 

𝑧 =  
𝑥 −  µ

𝜎
 ( 3 ) , 
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where x is the original value, µ is the mean and σ is the standard devi-
ation of the KPI. As a result, each KPI has zero mean and standard 
deviation of 1 across all the datasets. Scaling data is important as dif-
ferent KPIs have values in highly different magnitudes. 

3.3.3 DBSCAN 

In most of the related work, as discussed in Section 2.7, there is already a 
dataset containing only normal samples, which can directly be used to train 
the AE. However, since the data used in this work consists of both normal 
and abnormal days within the same dataset, it is essential to obtain the set of 
normal days by separating it from the abnormal one before training the AE. 

K-Means clustering is a very commonly used clustering algorithm use-
ful in many problems, but as the abnormal days can be very different from 
each other, K-Means would not place them in the same cluster, resulting po-
tentially in multiple clusters that are difficult to interpret. DBSCAN however, 
as illustrated in Figure 24, places outliers (indicated by orange) into the same 
cluster even if they are not very similar to each other. The result is a clear 
distinction between outliers and normal data points, which is exactly what is 
needed in order to train the AE. 
 

 
Figure 24: DBSCAN vs K-Means [71]. 

 
DBSCAN was selected due to this property as well as the fact that it is a clus-
tering algorithm that does not require the number of clusters predefined as 
was mentioned in Section 2.4.4. Instead, it creates a cluster and assigns a 
data point and its neighbours into the cluster if the data point has at least a 
certain number of neighbours (MinPts) within a certain radius (Eps). If it 
does not, the data point is considered an outlier, or as in this case, abnormal. 
The pseudo code of the DBSCAN algorithm explaining the clustering process 
in more detail can be found in Algorithm 1. MinPts and Eps are defined by 
the user before clustering. 
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 In this work, the separation of normal days from abnormal ones is 
based on a single KPI, traffic volume data (TVD). TVD was chosen for two 
reasons. Firstly, it forms a consistent pattern in most of the days and these 
patterns have been studied a great deal in the literature as characteristic traf-
fic patterns of different geographical areas. To ensure the accuracy of the 
clustering, the patterns of the days considered normal, are compared to those 
from the literature by using correlation analysis and visual inspection. 

 
Algorithm 1: Pseudo code of the DBSCAN algorithm [72]. 

 
Secondly, when experimenting DBSCAN with multiple KPIs in com-

parison to only TVD, a considerably larger portion of data was labelled ab-
normal. An explanation for this phenomenon could be the curse of dimen-
sionality, which increases the distance between individual data points. It is 
further confirmed in [73], that high dimensional data makes DBSCAN unsta-
ble. In addition, it is stated by [60] that anomalies in mobile networks are 
rare. Therefore, to avoid classifying a significant amount of the normal data 
as abnormal, only TVD was used. As a result, the rest of the KPIs are not 
considered in the clustering phase. 

The clustering is performed separately for weekdays and weekends be-
cause, as seen in the data analysis part in Section 3.2, there might be consid-
erable variation between the two. In the case that the clustering was done for 
weekdays and weekends combined, the normal days could be placed in one 
or two clusters depending on how similar the traffic patterns of weekdays and 
weekends are to each other. By clustering weekdays and weekends sepa-
rately, the system is made sure to find a single cluster containing the normal 
days and therefore the interpretability of the results increases.  
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Selecting the values for parameters MinPts and Eps plays a pivotal 
role in the clustering result. The selection of parameters was performed by 
using existing practices found in the literature as well as experimenting with 
different values. The value of MinPts determines how many data points are 
required to form a cluster. A very large value can result in absence of any 
meaningful clusters whereas the value of 1 leads to every data point forming 
its own cluster. An appropriate value was determined through a process of 
experimentation with the training BS, as well as correlation analysis elabo-
rated upon in Section 4.1. In addition, the value of MinPts commonly de-
pends on the number of features [74]. Specifically, the value of MinPts was 
set to the total number of hours in a day, which is also the number of features, 
totalling 24. The input data for the clustering is of shape n × 1 × 24, where n 
is the total number of days to be clustered, and therefore, the number of fea-
tures is 24.  

Selecting the value for Eps is slightly more complex.  The value was set 
to be the knee point of the sorted distances to the 5th nearest neighbour of 
each data point. This type of approach of using the knee point is common in 
the DBSCAN literature and is used for example in [74]. The 5th nearest neigh-
bour was selected via trial and error and it proved to be a good compromise 
between a too short radius where significantly more days would be consid-
ered abnormal, and a too long radius where next to no abnormalities were 
found. The distance metric for the nearest neighbours is Euclidean distance 
and the knee point is calculated using the KneeLocator function from Py-
thon’s Kneed package. The knee point should be the point where a curve of 
sorted values experiences a significant change. The knee point, which is also 
the Eps value used for clustering the weekdays of sector 1 of the training BS, 
is 3.33 and is depicted in Figure 25.  

 
Figure 25: Knee point of weekdays of sector 1 of the training BS indicated 

in red. 
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Resulting from the DBSCAN clustering is a set of labels, which in this work 
only contained two different values, normal and abnormal. The DBSCAN al-
gorithm used in this work is part of Sklearn’s clustering package and it as-
signs the label -1 to the abnormal cluster. An example of a normal day in con-
trast to abnormal day is displayed in Figure 26. It is noteworthy that the traf-
fic pattern of the normal day resembles closely the average pattern of sector 
1 as seen in Figure 19, and the pattern of the abnormal day seems to be unex-
pected, considering the dominant residential traffic profile in sector 1. 
 

 
 

Figure 26: Normal day (a) and abnormal day (b) in sector 1 in the training 
BS based on TVD. 

3.3.4 LSTM AE 

As discussed in Section 2.4.5, autoencoders consist of two parts, an encoder 
and a decoder. They can be used to learn the normal behaviour of mobile 
networks by letting them learn how to first encode the original normal data 
into a lower-dimensional feature space and then how to decode the lower-
dimensional representation to match the original data as well as possible.  

Following is the general definition of an autoencoder by [56]. Let  
𝑋 = 𝑅 be the input space and F the feature space. An encoder is a function 
𝜙 ∶ 𝑋 → 𝐹, that encodes inputs into the feature space F, while a decoder is a 
function 𝜓 ∶ 𝐹 → 𝑋, that tries to reconstruct the original input from the en-
coded representation in the feature space F. An autoencoder Φா ∶ 𝜙 ∘ 𝜓, can 
be denoted as Φா൫𝑥(𝑛)൯ =  𝑥ො(𝑛), where 𝑥(𝑛) is the original sequence and 
𝑥ො(𝑛) is the reconstructed sequence. The difference between the original and 
the reconstructed sequences is called the reconstruction error [56]. The re-
construction error can be used to detect an anomaly as it should be low for 
normal data and high for anomalous data, but in this work, it is also used to 
determine the anomalies’ root causes. 

AEs which consider the temporal nature of the data (such as AEs with 
LSTM layers), are commonly used in the related work. In this work, LSTM-

(a) (b) 
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layers are included both in the encoder and the decoder, because the AE is 
designed to learn the behaviour of individual days, which consist of consecu-
tive time steps. LSTM layers are especially suitable for capturing the tem-
poral dependency in sequential data, while having a “longer memory” than 
traditional RNNs and solving the vanishing gradient problem [38]. The ar-
chitecture of the LSTM AE neural network can be seen in Table 7 and the 
three main parts of it are explained below: 
 

Table 7: LSTM AE model architecture. 
Layer (type) Output Shape Param # 

lstm (LSTM) (None, 64) 18432 
repeat_vector (RepeatVector)  (None, 24, 64) 0 
lstm_1 (LSTM) (None, 24, 64) 33024 
time_distributed (TimeDistributed) (None, 24, 7) 445 

Total params 51911 
Trainable params 51911 
Non-trainable params 0 

 
 Encoder: 

 
A single LSTM layer consisting of 64 units. The number of layers and 
their sizes typically depend on the complexity and the amount of data 
available for training. The goal here is to learn the daily pattern of dif-
ferent mobile network KPIs. Even though there can be multiple differ-
ent KPIs behaving differently throughout the day, the patterns of in-
dividual KPIs especially within a single sector are not very complex. 
Therefore, a single layer with 64 units proved to be sufficient. The ac-
tivation function used is ReLU (Rectified Linear Unit) in order to in-
clude non-linearity in the network. The input shape for this layer is 
(24, n_KPIs), where 24 is the number of hours in a day and n_KPIs is 
the number of different KPIs in the data. 
 

 RepeatVector: 
 
The RepeatVector layer is the connection between the encoder and the 
decoder, and it modifies the shape of the output of the encoder to be 
inputted to the decoder. The parameter used for the layer is 24, which 
means that the encoded representation is applied for each timestep of 
the following decoder. 
 

 Decoder: 
 
The decoder is responsible for reconstructing the encoded data to 
match the original input. It consists of a single LSTM-layer and a time 
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distributed dense-layer. Just like the LSTM-layer in the encoder, the 
LSTM-layer of the decoder has 64 units and uses ReLU as the activa-
tion function. The network is a sequence-to-sequence model, and 
therefore it needs to output a sequence. Therefore, the layer has the 
return_sequences-parameter set to True. Lastly, the decoder has a 
TimeDistributed Dense layer with the parameter of n_KPIs to match 
the dimensionality of the original input data. 

 
 The model is compiled using the Adaptive Moment Estimation 
(Adam) optimiser and Mean Squared Error (MSE) is used as the loss func-
tion. Adam optimiser is a widely used one for training neural networks in 
various domains and it proved to converge significantly faster than for exam-
ple Stochastic Gradient Descent (SGD) for the used dataset. The learning rate 
used is 0.001, which is the default for Adam optimiser. As the name suggests, 
MSE calculates the mean of the square of the errors. By squaring the errors, 
MSE amplifies larger errors, causing anomalies to become more prominent 
and easily identifiable. The MSEs [75] are calculated using: 
 

1

𝑛
(𝑦 − 𝑦పෝ)ଶ 



ୀଵ

 

 
where n is the number of samples in the dataset, 𝑦 is the actual value of the 
i-th sample of the target variable and 𝑦పෝ  is the predicted value. To construct 
the LSTM-AE network, Keras was used, which is an API built on top of the 
TensorFlow-platform and is very straightforward to use. 

The normal days identified by the DBSCAN clustering are divided into 
training and test sets with 90 and 10 % of the normal days, respectively. The 
training set used to train the LSTM AE and the test set is used to observe its 
results. Because different sectors of different BSs can be very different from 
each other, the model is trained individually for each of the three sectors of 
every BS. The training dataset for each sector of each base station is of shape 
(n_days, 24, 7), where n_days is the number of days in the sector, 24 is the 
number of hours in a day and 7 is the number of potential root cause KPIs in 
the dataset. The model iterates through the training dataset 30 times, by set-
ting the epochs-parameter of the fit-method to 30. This number of iterations 
was observed to be enough for the model to converge while keeping the com-
putation time relatively low and avoiding overfitting. The convergence crite-
rion was to monitor the reduction in the reconstruction error and to stop 
when it stabilised. A similar criterion is used for example in [76]. 

As data was separated in the clustering phase only by using the TVD-
KPI, detecting anomalies on that KPI would point out mostly the same ab-
normal days as the DBSCAN, and therefore, would not add much value. 

( 4 ) , 
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Instead, anomaly detection is performed using all the KPIs besides TVD to 
detect anomalies rooting from network errors. 

A day is considered an anomaly if its reconstruction error is higher 
than the 95th percentile of the reconstruction errors of the training set. In the 
majority of the work where AEs are used, the threshold is equal to the highest 
reconstruction error of normal data, but it should also be considered that 
these works also utilise a labelled dataset. In this work however, the data was 
mixed in the beginning, and the normal set was only acquired by DBSCAN 
clustering. The division between normal and abnormal days is based on data 
density and not the ground truth, and therefore might not be definite. For 
this reason, the 95th percentile is used to account for any high reconstruction 
errors that could be present within the normal days, while not being low 
enough to cause misclassifications of normal days leading into false alarms. 

Instead of computing a single reconstruction error for a day as is done 
in the anomaly detection, the reconstruction error can also be computed in-
dividually for each KPI of the anomalous days. The KPI-wise errors are then 
used to help determine the root cause of the anomaly in the sense that the 
KPIs with the highest errors are the potential root causes. In this work, if an 
individual KPI has an MSE larger than the mean of all the KPI-wise errors, it 
is considered a potential root cause. The rationale behind the definition of a 
root cause is based on trying to find root causes that increase the total MSE. 
Also, setting definite thresholds for the MSE could be problematic, consider-
ing the variance between different sectors. 

Consequently, the set of KPIs does not include all KPIs in data, but 
only the potential root causes of the anomaly. For instance, most throughput 
KPIs (USER_DL_TP, USER_UL_TP, CELL_DL_TP, CELL_UL_TP) can be 
considered more of a consequence of TVD rather than the cause. As the anal-
ysis is done on the sector level and data is hourly aggregated, Timing advance 
(TIME_ADV) only tells the average distance of users to the base station, and 
therefore would not reveal very interesting root causes. The final set of KPIs 
used in the whole system is eight. The list of KPIs and the part of the system 
where they are used is presented in Table 8. 

 
Table 8: Final set of KPIs and where they are used in. 

Abbreviation KPI Used in 
TVD Traffic volume data. DBSCAN 

USERS Average number of users. LSTM AE 
PRB_DL PRB DL average usage rate. LSTM AE 
PRB_UL PRB UL average usage rate. LSTM AE 

HSR_INTRA HSR intra frequency. LSTM AE 
HSR_INTER HSR inter frequency. LSTM AE 

CQI Average CQI. LSTM AE 
CA_TP Carrier aggregation  

throughput. 
LSTM AE 
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4 Results and discussion 

This chapter presents and discusses the outcomes achieved by applying the 
developed system on the dataset featured in Section 3.1. This chapter is di-
vided into six subsections. It starts with the specific results from using 
DBSCAN to differentiate normal from abnormal days. Following this, the ef-
fectiveness of LSTM AE in anomaly detection and RCA is presented, along 
with a section devoted to validating these outcomes. An analysis of the overall 
findings, including the number and nature of the finally identified anomalies 
is then provided. The final part critically considers the choices made, as well 
as alternative approaches. 

4.1 Distinguishing normal from abnormal days 

The performance of machine learning models is usually measured by com-
paring the real values of the target variable to the ones generated by the 
model. However, the original dataset does not have any labels or ground 
truth indicating the real anomalies, therefore comparing results in terms of 
precision, F1-score or any other commonly used metric is not possible. 

Instead, some idea of the correctness of the DBSCAN clustering can 
be gained by comparing results with the correlations of each day to the aver-
age day. Here the TVD of each weekday (Mon – Fri) is compared to the aver-
age TVD of all weekdays, while weekends (Sat – Sun) are compared to the 
average weekend. The correlation between an individual day and the average 
day is high if they have a similar shape. As the average traffic patterns resem-
ble the ones identified in the existing literature and the correlations can re-
veal the days that do not follow the pattern, this is a way to verify the validity 
of the clustering.  
 Figure 27 portrays the results of DBSCAN clustering in sector 1 of a 
base station called VIANA_SUL_LTE_NVC103B3. The yellow background 
depicts abnormal days and the white one normal days. The correlation values 
are depicted above each day. The red curve displays the original values of 
TVD, while the blue curve displays the smoothened values by a moving aver-
age of three hours. The x-axis is the time of the day, and the y-axis is the TVD 
value in gigabytes (GB). 
 So, why are the correlations not used to separate the abnormal days 
from the normal days in the first place? Instead, why is the computationally 
heavier DBSCAN used? The reason for this is that different sectors behave 
differently, and the daily pattern might vary more in certain sectors than in 
others. This makes it difficult to set a threshold for the correlation of a day to 
be considered normal. By using the density based DBSCAN, there is no need 
to set any thresholds. 
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Figure 27: Sample of DBSCAN clustering result of days based on TVD.  

 
In Figure 27, the clustering of days of sector 1 demonstrates promising 

results, in the sense that the abnormal days from the clustering also have the 
lowest correlations. This was also further noticed in the rest of the data for 
different BSs and sectors, in the cases when the dominant traffic patterns 
were clear and resembled the ones mentioned in Section 3.2. On the other 
hand, when the dominant traffic pattern was not clear and the individual 
days displayed varied patterns, the clustering and verifying its results were 
more difficult. This resulted in clustering outcomes where the normal cluster 
included days with lower correlation than the abnormal cluster. This would 
suggest that either the clustering, the verification method, or most likely 
both, may not be optimal for all situations. 

The fact that data is sampled by the hour means that there can be sig-
nificant variation in the amount of traffic even between consecutive hours. 
Also, if the traffic pattern of the sector is mixed and there is not one dominant 
pattern, it could mean that the average day is not descriptive of all days. 
These are challenging factors for DBSCAN but could be overcome by more 
accurate and uniform data. 
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 Nevertheless, the DBSCAN clustering shows promise in being applied 
to an anomaly detection system for unlabelled data, not as the final anomaly 
detector, but rather a preprocessing step. After performing this step, the user 
should have at least some idea of what the normal data could be, or where 
the anomalies are more likely to be located in. 

4.2 Anomaly detection 

Let us inspect the results of the LSTM AE in sector 1 of base station VI-
ANA_SUL_LTE_NVC103B3. The reconstruction errors of days in the train-
ing, test and abnormal sets are displayed in Figure 28. The training set (blue 
colour) is comprised of 90 % of the normal days from DBSCAN and was used 
to train the LSTM AE. The test set (green colour) comprises of the remaining 
10 % of the normal days and the abnormal set (orange colour) includes the 
abnormal days from DBSCAN. 
 

 
Figure 28: Histogram of reconstruction errors of training, test and abnormal 

in VIANA_SUL_LTE_NVC103B3, sector 1. 
 
 There is a single abnormal day, which has a reconstruction error much 
larger than the other abnormalities and is indicated with the red arrow. Since 
the AE is able to reconstruct the other abnormal days with an error even 
lower than some of the normal days, these days could be the ones where the 
abnormal traffic pattern is due to natural human behaviour. The abnormal 
day, with an MSE over 10, can be considered an anomaly deriving from a 
problem in the network. 

Train 
Abnorm 
Test 
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With visual inspection, it seems clear that the one abnormal day with 
the large reconstruction error is an anomaly. It was also classified as an 
anomaly by the LSTM AE, which calculated the 95th percentile of training 
MSEs to be 1.76. This means that out of all the 11 abnormal days from 
DBSCAN, only one is an actual anomaly deriving from unexpected behaviour 
in the network and is detected due to unpredictability in the remaining KPIs, 
not TVD. 

In Figure 28, there is no clear distinction in the MSEs among training, 
test and abnormal sets. A similar behaviour was inspected also in different 
sectors of other BSs. In addition to the anomaly, there are multiple days in 
the normal training set which also have a large reconstruction error. One of 
them even almost as large as the anomaly. This would strongly indicate that 
there exist anomalies also within the normal days and that network errors do 
not always display abnormal traffic volume pattern. These anomalies do not 
display abnormal behaviour in the TVD-KPI but seem to show abnormal be-
haviour in some other KPIs regardless. 
 When it comes to the performance of the LSTM AE, considering that 
most of the days, be it in the train, test or even in the abnormal set, are within 
the 95 percentile of the training MSEs (1.76), it seems that the LSTM AE is 
able to quite accurately reconstruct the data. What is considered a small MSE 
depends on the data scale, but in this case, after standard scaling, most of the 
KPIs have a range of values of about 10 units. Comparing the MSE of 1.76 to 
that range, the error is not particularly high. This would indicate that the 
LSTM AE is learning the patterns of the majority of the days and is able to 
reconstruct them. In addition, the few days with significantly larger MSEs 
indicate that the LSTM AE is not able to reconstruct all the days, making it 
suitable for anomaly detection, as it is sensitive to data patterns that differ 
significantly from the typical or expected patterns. 

4.3 Root cause analysis 

As described in Section 3.3.4, the LSTM AE can be used for RCA by inspect-
ing the reconstruction errors computed individually for each KPI. Figure 29 
shows the reconstruction errors of each of the 11 days labelled as abnormal 
by the DBSCAN, as well as the KPI-wise reconstruction errors. The x-axis 
displays the average MSE of the full day considering all KPIs presented in the 
figure, whereas the y-axis displays the MSEs of individual KPIs. In this case, 
it seems that the abnormal day that was detected as an anomaly was caused 
by a problem in handovers, as it can be seen from the high MSE of both inter 
frequency (HSR_INTER) as well as intra frequency (HSR_INTRA) handover 
success rates. 
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Figure 29: KPI-wise reconstruction errors of the abnormal days in sector 1 

of VIANA_SUL_LTE_NVC103B3.  
 
 When plotting the scaled HSR_INTER pattern of all abnormal days, 
in Figure 30, it can be noted that all days are quite similar to each other ex-
cept for one. Abnormal day number six seems to have lots of very small values 
during the night and morning, and is in fact, the day that was detected as an 
anomaly. Because the KPI in question is HSR_INTER, which has a range of 
0 – 100 before scaling, it looks like the success rates of inter frequency hand-
overs have been zero across the period of 00:00 – 10:00. This is a serious 
network problem, as it means that calls or data sessions have not successfully 
been transferred from one cell to another from a different frequency. This 
leads to dropped calls as well as disruptions in data streams. Another option 
is that handovers were fine, but some of the counters that keep track of the 
KPI have been inoperable. Nevertheless, in both scenarios the network oper-
ator should be alerted so that adequate actions can be taken to fix the issue. 
 Figure 31 displays the reconstructed HSR_INTERs of all abnormal 
days. The AE was able to reconstruct most of the HSR_INTER curves to 
closely match the original ones, but the reconstructed anomalous day is very 
different from the original in Figure 30. This is most likely due to the training 
set not containing enough samples like the anomaly that would have allowed 
the LSTM AE to learn the reconstruction of similar data. Instead, it seems 
that the AE tried applying a similar shape to the anomaly as to the other ab-
normal days. This led to a large reconstruction error and the detection of the 
anomaly. 
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Figure 30: Original scaled inter frequency handover success rates of abnor-

mal days in sector 1 of VIANA_SUL_LTE_NVC103B3. 
 

 
Figure 31: Reconstructed inter frequency handover success rates of anom-

alous days in sector 1 of VIANA_SUL_LTE_NVC103B3. 



 

51 

4.4 Verifying results 

Because there is no labelled dataset that could be used to gain some score to 
measure the performance of the system, there is essentially no way of know-
ing if the tools are used properly and if the system does what it is supposed 
to. To mitigate this challenge, the normal weekdays were taken from the ex-
isting data and manually created artificial anomalous data was introduced 
into the dataset. The normal days here being the ones that were labelled nor-
mal by the DBSCAN and received a reconstruction error of less than 0.5 from 
the LSTM AE. The anomalous data was created by taking the average of all 
the normal days and distorting it in multiple different ways, such as inserting 
point anomalies and zero values as well as reversing the data to create a con-
textual anomaly. Results help to verify the correct operation of the system, 
but they also provide insight into what is anomalous enough to be considered 
an anomaly by the system. 
 

 Point anomalies 
 
The sensitivity of the system to point anomalies was tested by taking 
the average of all normal days and creating a new day by inserting 
large values into the average day. The DBSCAN clustering phase suc-
cessfully clustered each of the normal days as well as the average day 
into the same cluster, but the days containing large enough point 
anomalies were clustered into the abnormal cluster. Point anomalies 
were inserted into the lowest point of TVD (5:00) as well as into the 
highest point (15:00). Figure 32 displays the minimum values of the 
point anomalies in order for the day to be clustered into the abnormal 
cluster. Noteworthy is that during the peak hour of traffic volume, the 
point anomaly needed to be much higher than during the night. 
 

 
 

Figure 32: Point anomalies at 15.00 (a) and at 5.00 (b) clustered in the ab-
normal cluster by DBSCAN. 

(a) (b) 
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The LSTM AE on the other hand considers seven KPIs, so point anom-
alies in single KPIs were not as easily detected. Instead, if occurring 
only in one of the KPIs, an anomaly of about three times larger than 
the maximum value of the KPI in the training set was sufficient in 
most cases to be classified as an anomaly. Here, it did not make much 
difference whether the point anomaly happened during the time when 
the KPI would normally have larger values or during the time when 
the values are normally lower. 

 
 Zero values 

 
Unlike point anomalies, a single zero value was not enough to cause 
the DBSCAN or the LSTM AE to detect an anomaly. Instead, multiple 
consecutive zeros were required to be inserted into to the average day. 
Figure 33 displays the minimum number of zeros to be clustered in 
the abnormal cluster during day and night. It can be noted that if in-
serted during the time when TVD is low on average, the number of 
zeros required was as high as 11, whereas, during the peak hours of 
TVD at around 15:00, three zero values were enough to cluster the day 
into the abnormal cluster. One of the reasons for this large difference 
between the two is that even though there are many zeros inserted 
during the night, the shape of the curve still remotely resembles the 
shape of the average day. 
 

 
 

Figure 33: Zero value anomalies during day (a) and during night (b) clus-
tered in the abnormal cluster by the DBSCAN. 

 
The AE again was not very sensitive to anomalies in single KPIs. How-
ever, when inserting zero values into each of the seven KPIs, it turned 
out that only two consecutive hours of zero values were enough to de-
tect an anomaly regardless of the time of the day. 

 

(a) (b) 
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 Contextual anomalies 
 
The average day of TVD was reversed to create a contextual anomaly 
where the values of the time series are within the normal range of val-
ues, but the traffic peak happens during night, and the low point dur-
ing day. Consequently, DBSCAN clustering failed to classify the re-
versed day as abnormal. The average day and the reversed day are dis-
played in Figure 34. 

  

 
Figure 34: Average day of TVD (blue) and its reverse time series (orange). 

 
 Unlike DBSCAN, the AE was able to detect the contextual 
anomalies, but only when happening in all of the seven other KPIs 
simultaneously. Reversed days in individual KPIs were not enough to 
trigger the anomaly detector, which could cause challenges for the 
RCA. However, in the cases where the contextual anomaly was in-
serted in only one of the KPIs, the remaining six KPIs during that day 
followed the average day, which led to a minimal reconstruction error 
from those KPIs. In real-world situations the days are seldom “per-
fect” and therefore a contextual anomaly in a single KPI in a real-world 
setting would more likely be detected. 
 These manually created data points demonstrate that both 
DBSCAN and LSTM AE with the same parameters as those used for 
the actual data, perform reasonably as anticipated. Their sensitivity to 
point anomalies could be questioned but point anomalies should not 
cause much trouble to network operators, as they can be filtered out 
with simple thresholds. The real challenge is posed by the contextual 
anomalies, which in this experiment were not identified by DBSCAN, 
but were successfully detected by LSTM AE. 
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4.5 Overall results 

The number of days classified as abnormal as well as the number of detected 
anomalies among the entire dataset for each sector of each BS is displayed in 
Figure 35. Overall, the anomaly detector detected 156 anomalies across the 
dataset out of 1 061 abnormal days. A few observations can be made from the 
figure. Firstly, each sector has abnormal days. This is no surprise, as a period 
of over six months can be expected to have at least a few days that are not 
entirely normal, whether due to anomalies or occurrences like holidays. 
 

 
Figure 35: Bar plot of the number of abnormal and anomalous days in the 

sectors of all base stations. 
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 Secondly, several sectors exhibit a high number of abnormal days, 
with seven sectors having 50 or more such days. A closer examination re-
vealed that in the sectors where the most abnormal days occurred, most or 
even all weekends were classified as abnormal. This behaviour is of course 
undesirable. DBSCAN relies on data density, and if the data does not meet 
the density criteria set in its parameters, it may happen that all or most of the 
days are classified as abnormal. To address this issue, the parameters of 
DBSCAN could be adjusted to classify fewer days as abnormal. However, this 
might result in multiple normal clusters, making it harder to define normal 
behaviour. Notably, the problem of classifying all days as abnormal only 
arises on weekends, not weekdays, where there are significantly more days in 
the data. This would suggest that increasing the amount of data could poten-
tially resolve this issue. 
 Thirdly, despite the most anomalies having been detected in the sec-
tors with the most abnormal days, and some of the sectors with fewest ab-
normal days not having any anomalies, there does not seem to be any definite 
correlation between the number of abnormal days and anomalous days. Ad-
ditionally, as mentioned before, the fact that the sectors with the most abnor-
mal days are most likely due to undesirable behaviour of the DBSCAN in clus-
tering of the weekends, supports this observation. 
 As it has been stated before, RCA is a process highly dependent on 
expert knowledge, and even an experienced network expert might not be able 
to determine root causes of anomalies happening in a network they are not 
familiar with. Even though the work has been conducted in collaboration 
with a telecom operator, specified expert input was not available for this RCA 
process. However, some idea of the root causes of the anomalies can be 
gained through analysis of the MSEs of individual KPIs. The quantities of the 
root causes of the 156 detected anomalies are displayed in Figure 36. Alto-
gether, there were 327 root causes given by the model. This means that mul-
tiple anomalies were caused by a variety of distinct root causes, instead of 
just one. It needs to be emphasised that root causes are only potential ones 
given by the model and have not been verified by a network expert. 
 Two of the most common root causes identified were related to the 
usage of physical resource blocks, especially in uplink. Challenges with PRB 
usage rates hint at inefficient resource allocation, which might stem from is-
sues such as interference. Even though the analysis at the KPI level is the 
most profound achievable with the current dataset, it could be argued that 
interference may be the actual underlying root cause, even deeper than the 
PRB KPIs themselves. 
 HSRs have been a frequent topic of discussion in this paper, and right-
fully so by looking at the figure. HSRs, especially intra-frequency HSR, were 
a cause of many anomalies. HSRs are affected by poor coverage, for example 
resulting in connections being dropped due to the user not being close 
enough to a BS. Another factor contributing to low HSR is again interference. 
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In addition, sectors facing highways or train tracks could experience lower 
HSRs due to the rapid movement of devices. 
 

 
Figure 36: Root causes of the detected anomalies. 

 
 Unexpected behaviour of carrier aggregation throughput was a cause 
in almost 50 anomalies. This means that there might have been issues in 
combining multiple carriers to improve data rates and network performance. 
There are again a myriad of potential reasons, such as suboptimal network 
configuration, but carrier aggregation throughput could also be affected by 
PRB usage. 
 Unexpected behaviour in the number of users could be due to natural 
human behaviour, but it could also be caused by for example network una-
vailability. Lastly, CQI was a cause of only a few anomalies, potentially re-
sulting from interference or propagation losses. 

4.6 Discussion 

In addition to the implemented system, there exist alternative approaches to 
perform each step of the system pipeline. This subsection contains consider-
ations and discussion of the obtained results of data scaling, DBSCAN, LSTM 
AE as well as completely different approaches for resolving the problem of 
anomaly detection and RCA. 
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4.6.1 Alternative approaches 

The presented architectures of the models were selected after experimenting 
with multiple different approaches. Given the amount of data, its KPIs, miss-
ing values, and most importantly, the lack of labels, many of the approaches 
were not adequate for detecting anomalies in the dataset. The final LSTM AE 
model is a reactive anomaly detector, which means that it cannot predict the 
occurrence of anomalies beforehand, thus it is not proactive. Over the course 
of recent years, a paradigm shift from reactive to proactive anomaly detection 
has been taking place as discussed in Section 2.5, and therefore proactive ap-
proaches were also experimented. 

One of the approaches to implement proactive anomaly detection was 
to predict the HSRs, because failed handovers are an especially good indica-
tion if there is something wrong with the network. An LSTM predictor was 
trained with different sets of KPIs, including only handovers, to predict the 
HSRs for the next hour, based on the previous n hours (n = 1 … 24). However, 
this approach did not yield any promising results, mainly because the data is 
hourly aggregated, which makes predicting the averages of full hours ex-
tremely difficult. Handovers might show some autocorrelation over the 
course of short periods of time, but with the sampling rate of one hour, the 
prediction accuracy was very low. 

Another approach was to use a random forest classifier based on the 
other KPIs to predict if the HSRs of the next hour were below 100 % or not. 
This approach was to try to find a connection between the HSRs and the other 
KPIs of the preceding hour, but again, the hourly nature as well as the lack of 
correlation between HSRs and other KPIs proved this task very difficult, re-
sulting in inaccurate predictions. 

After the experimentations, it became evident that proactive anomaly 
detection is a far more complex problem than reactive anomaly detection. 
For being able to use a proactive model, most likely more refined data would 
be required, say, data with a sampling rate of one minute instead of one hour. 
In addition, a larger set of KPIs could give more information of the network’s 
operation. Nevertheless, the most important aspect missing from the dataset 
is most likely data labels. Prediction is typically associated with supervised 
learning, and without labelled data, training supervised learning models is 
challenging to say the least. 

4.6.2 Scaling and DBSCAN considerations 

In this work, standard scaling is used to scale the data into similar scales so 
that no single KPI would dominate in importance just due to its magnitude. 
It is common to use standard scaling for data that follows a Gaussian distri-
bution [77]. However, the distributions for different KPIs are different from 
each other. For example, HSRs are from the range of 0 – 100, with a heavily 
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left-skewed distribution whereas CQI follows a more Gaussian distribution. 
It could have been an alternative approach to scale different KPIs with dif-
ferent scaling techniques based on their distributions. For example, non-
Gaussian distributions, such as the HSRs, could have been scaled using Min-
Max scaling, as suggested in [77]. However, when alternative scaling tech-
niques were experimented, notable changes in the results in DBSCAN or 
anomaly detection were not observed. 
 The part of the system where the choice of scaling has the most effect, 
could ultimately be the root cause analysis. The way automatic RCA was per-
formed in this work was by taking the mean of all KPI-wise errors. The KPIs 
where the error is larger than the mean are considered root causes. Scaling 
influences the interrelationships of the volumes of individual KPIs. With 
standard scaling, even though the range of the values ended up being roughly 
similar, there still existed some differences. In other words, the choice of scal-
ing could result in one KPI requiring more unusual behaviour than another 
to be considered a root cause. 
 DBSCAN in an integral part of the developed system and it shows 
promise in time series clustering of unlabelled data. However, the usefulness 
of it as a part of this system could be questioned. As seen in Section 4.2, there 
were many anomalies within the days labelled normal by the DBSCAN, which 
could suggest that using DBSCAN with only TVD is not a definitive way of 
separating normal data from anomalous data in order to find network anom-
alies. Additionally, it shows that abnormalities in traffic volume are rarely 
linked to anomalies in the set of KPIs available in data. Consequently, this 
could mean that the set of KPIs used is not necessarily enough for performing 
a thorough anomaly detection. Instead, having a larger set of KPIs, using 
more or different KPIs in the DBSCAN stage or using a completely alternative 
approach could be considered. 

4.6.3 LSTM AE considerations 

LSTM AE is the most crucial part of the proposed system. It is responsible 
for anomaly detection as well as RCA. In this subsection, alternative solutions 
and modifications to the final LSTM AE model are considered. 
 The final model works with the precision of one day, meaning that it 
only alerts of an anomaly at the end of a day. A more reactive approach with 
the precision of one hour was also experimented with the LSTM AE. Here, 
instead of using full days starting from 01:00 and ending at 24:00, the ap-
proach was to use a sliding window of 24 hours to generate data points, with 
the goal of being able to alert of anomalies after the hour on which they occur. 
The windowed data had 24-hour sequences where the traffic peak happened 
during the day as well as days where the peak was during the evening or mid-
night. Whereas the strength of the final model is accurately identifying daily 
patterns and detecting days deviating from these patterns, the sliding 
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window-trained model was trained with data containing more versatile pat-
terns. As a result, it became able to accurately reconstruct practically any pat-
tern with low reconstruction errors. However, this behaviour is not desirable 
in AE-based anomaly detection, as it resulted in especially contextual anom-
alies not being detected. 

Considering the precision of a day, the final model is most likely not 
very useful in networks which require immediate response to problems. On 
the other hand, the full day’s precision is not necessarily a detriment, as it 
can allow for detecting long-lasting anomalies. If a more reactive approach is 
required, a solution could be to use non-overlapping data windows instead of 
the experimented sliding window solution with overlapping windows. This 
would slice the 24-hour days into chunks of, for example, 6 hours, which 
would not allow the LSTM AE to learn all possible patterns, while potentially 
increasing the precision to a six-hour interval. 

The following considerations revolve around the training of the cur-
rent model. One of which would make the deployment of the model much 
faster and lighter, as instead of training the LSTM AE for each sector of each 
BS, it could be trained for a single sector and then immediately used for the 
remaining sectors as a pre-trained model. Figure 37 displays the number of 
abnormal and anomalous days in the data when the model was trained only 
with one sector of a single BS. The final model, which was trained for each 
sector of each BS individually, detected 156 anomalies, but when training 
only with a single sector, 209 anomalies were detected. The DBSCAN phase 
was the same in both, thus the number of abnormal days remained the same 
1061. Although, the number of anomalies detected increased by more than 
33 %, visual comparison between Figure 35 and Figure 37 shows that there 
are numerous sectors where the number of anomalies did not increase at all. 
This is particularly clear in the sectors where no anomalies were detected. 
Out of 14 sectors where no anomalies were previously detected, 9 remained 
without anomalies. Altogether, the number of anomalies remained the same 
in 28 of 70 sectors. 

The single sector that was used for the training is sector one of the 
training BS (Figure 19), which has a dominant traffic pattern of a residential 
area. With closer inspection it seems that the number of anomalies did not 
change at all or did not drastically change in the sectors also displaying char-
acteristics of a residential area. The dataset used in this work is only from a 
period of six months, but in reality, the used dataset could contain much 
more data, and therefore the computational load of training the model be-
comes a more serious concern. In that case, based on these results, it is a 
possible solution to train the model not for each sector, not for only one sec-
tor, but for each traffic pattern individually. The traffic patterns could for ex-
ample be the five different ones identified by [67] and elaborated in Section 
3.2. This would drastically reduce the computational load while preserving 
the accuracy in detecting anomalies. 
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Figure 37: Bar plot of the number of abnormal and anomalous days in the 

sectors of all base stations when training the AE only with one sector. 
 
 As has been discussed before, the high reconstruction errors among 
the training sets (sets containing only normal days from DBSCAN) of some 
sectors, could indicate that DBSCAN is not an optimal solution to separate 
normal days from abnormal with the KPIs used. An alternative approach 
would be to omit the DBSCAN from the system pipeline, and to use the re-
construction errors from the LSTM AE to obtain the set of normal days. Spe-
cifically, all available days would be used to train the AE, and the ones receiv-
ing the highest training error would be considered anomalies. This iterative 
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process could be repeated until no training errors exceeded a certain thresh-
old. If this approach would be discovered to be viable, it would significantly 
reduce the need for manual labelling. The downsides would be the increased 
computational load as well as potentially overfitting the model. 
 The final LSTM AE consideration is about the depth of the AE. As the 
used model only consists of single LSTM layers in both the encoder and the 
decoder, the network is not as deep as most of the ones used in the related 
work. Questions can be raised if the network is actually deep enough to accu-
rately reconstruct the data. The shallower architecture has one obvious ben-
efit in contrast to deeper models, which is the computational load. With the 
current architecture the model is able to learn the simple normal behaviour 
of the sector. However, the high training errors indicate that the model is not 
able to learn some of the more complex behaviours of the network, even if 
they are represented in the training data. Nevertheless, it is not necessarily a 
detriment, especially in the situations where normal days include anomalies, 
as it allows for learning the simple normal patterns, which results in detect-
ing the clearest anomalies. If learning more complex normal behaviours is 
required, a deeper architecture could be used, but in that case, it is crucial 
that the normal data is clear of anomalies. 
 Automatic RCA in this work takes advantage of the reconstruction er-
rors generated by the LSTM AE by comparing the MSEs of individual KPIs 
to the average of all the KPI MSEs within a single day. As a result, all KPIs 
are treated with equal importance. Depending on the characteristics of the 
network, it might be useful to use different weights for different KPIs. For 
instance, consider a KPI that even with minor deviations from the normal, is 
frequently linked to significant anomalies such as the ones directly impacting 
QoE. Contrast this with another KPI that despite exhibiting substantial vari-
ations from the normal, rarely severely influences QoE. In such scenarios, it 
would be reasonable to assign weights to the KPIs based on their respective 
significance. To determine the significance of each KPI, knowledge about the 
network as well as the goals of the network operator are required. 
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5 Conclusions and future work 

The primary objective of this thesis was to develop an automatic machine 
learning-based system able to detect anomalies and conduct RCA in unla-
belled mobile network data. The thesis also aimed to answer questions about 
general anomaly detection and RCA in mobile networks, performing them 
using only unlabelled data as well as the effect of 5G network deployment to 
the mobile anomaly detection and RCA landscape. 
 This thesis provided a comprehensive overview of 4G and 5G net-
works, QoE, machine learning methods, SONs and the principles of anomaly 
detection and RCA, along with a discussion of related work. A system was 
developed to detect anomalies and to determine their root causes in unla-
belled 4G network data. The system (described in Chapter 3) could work as a 
part of the self-healing function of a self-organising network to reduce the 
problems and downtime of the network which is expected to lead to an in-
crease in the objective QoE of the network users. 
 Data analysis was performed to find different features of the data, in-
cluding similarities between different cells within sectors, differences be-
tween sectors of the same BS as well as weekend and weekday traffic patterns. 
These features were used to determine some of the design choices of the sys-
tem. The system preprocesses the data, including splitting it into days, re-
moving days with missing data points and scaling the KPIs. It uses DBSCAN 
clustering to acquire a set of normal days from both weekdays and weekends 
of each sector, which are then used for training of a sector-wise LSTM AE 
model which can be used for day-wise anomaly detection and RCA. 
 The results of applying the system to the available dataset and the 
manually created artificial data revealed promising outcomes. Specifically, 
DBSCAN demonstrated proficiency in being able to differentiate between 
normal and abnormal network traffic patterns of 24-hour time series se-
quences. Meanwhile, LSTM AE showcased its ability to detect anomalous 
days of various types based on their reconstruction errors. In addition, it 
could distinguish the individual KPIs mostly contributing to the anomalies, 
paving way for automatic RCA. 
 To summarise the answers for the research questions presented in 
Chapter 1, anomaly detection and RCA can be performed in various ways de-
pending on the nature of the data. Traditionally used statistical and thresh-
old-based methods often relying on expert input may be enough to address 
the needs of simple and smaller networks, but as networks increase in size 
and complexity, there is a growing trend towards machine learning-based 
models such as random forests and DNNs. 
 With mobile network data often being unlabelled, the set of suitable 
machine-learning methods is narrowed down. Due to their independence of 
labelled data, unsupervised clustering and AE-based models have been at the 
centre of many anomaly detectors throughout the recent years. Both can be 
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used also for RCA, but clustering-based models tend to depend on expert in-
put during the setup of the model. 
 It is important to note that although this work uses a 4G dataset, the 
proposed model is not limited to any specific network technology or a set of 
KPIs (apart from TVD). The model works purely from the basis of network 
KPIs and therefore, in principle, could be applied to any network that gener-
ates them, including 5G. However, in the upcoming years, the increasing 
complexity and the number of features while moving towards non-
standalone 5G networks, will set new requirements for mobile network 
anomaly detection. With different application scenarios, frequency bands 
and network slicing, a wide range of normal behaviours can be expected even 
within the same geographical region. Therefore, either multiple different 
models monitoring different parts of the network or dynamic models capable 
of adjusting their behaviour are needed. Fortunately, the decentralised MEC 
architecture of 5G will bring computing power to the edges of the network, 
therefore enabling real-time data processing and robust anomaly detection 
close to where data is generated. Real-time anomaly detection is crucial es-
pecially for URLLC applications, underlining the potential necessity for pro-
active anomaly detection. In addition, the sheer volume of data projected to 
be transferred by 5G networks makes detecting, and more importantly, re-
acting to every single anomaly infeasible. For this reason, not all the anoma-
lies should be causes of alarms, but network operators should rather concen-
trate on narrowing down to a set of specific anomalies. Such as the ones di-
rectly impacting QoE of the users, and for which RCA can be performed and 
the root causes addressed. 
 Further aspirations about improvements of the developed model will 
focus on experimenting with more granular data containing more KPIs and 
at least some anomaly and root cause labels. This will support the fine-tuning 
of the model parameters, the development of a more reactive model, output-
ting of more specific root causes as well as verifying the results more reliably. 
Using GANs to generate new artificial data to increase the amount of labelled 
data or to characterise more versatile network conditions is also an interest-
ing prospect. Another important topic that was not included in this thesis is 
the computational requirements of the proposed model. In future, the com-
putational overhead of the developed model should be compared to other 
models to determine whether it is feasible to deploy the model in a distrib-
uted network architecture, for example in 5G small cells, or whether a cen-
tralised setting is more suitable. Finally, deployment of the model in an op-
erating mobile network and evaluating its impact to the operator and users, 
for example in terms of operational efficiency and QoE, would serve as the 
ultimate test. 
 To conclude, machine learning-based anomaly detection and root 
cause analysis are complex topics with use cases not only in mobile networks 
but in other fields as well. The design choices of the models are affected by 
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the quality of the data, whether it is labelled or not, specific goals and the 
desired accuracy as well as available domain knowledge. The development of 
automatic anomaly detectors and root cause analysis solutions will be crucial 
activities moving forward towards fully self-organising mobile networks in 
5G and beyond. 
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